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Foreword

In 2004, at the early stage of the IST-FP6 programme, during an industrial panel 
organised at the Launch of the first FP6 projects on Grid Technologies, the need for 
industrial evidence of the benefits brought by the adoption of Grid Technologies 
became explicit. 

High-level representatives from industry discussed how to exploit the European 
strength in Grid. A few critical topics emerged: the weak industrial take-up of Grid 
technologies as well as the technological challenges to be addressed for this take-up 
to happen. Security and privacy were deemed to be essential factors, but perform-
ance and quality of service, easy manageability and low deployment costs were also 
considered as key. However, technology was not seen as a major risk as the real 
one laid in the deployment and management of the Grids and in their commercial 
uptake, since the area was not mature enough for widespread adoption by industry. 
What was critical was to take the Grid to the market.

This is the story of the foundations of BEinGRID, which is essentially addressing 
the issue on how to bring the Grid to the industry and builds a series of industrial 
cases of adoption of Grid Technologies. 

At the time of FP6 Call5, a consortium of 75 partners1 from across the European 
Union, led by Atos Origin, put forward a proposal. The consortium was composed 
by leading Grid research organisations committed to its business use, and by a broad 
spectrum of companies keen to assess the benefits to their productivity, competitive-
ness and profitability from their use of Grid solutions. The project was selected out 
of the competitive call, started its activities on 2006 and this year it will complete 
its activities. As planned, it has helped several European industries to introduce 
the Grid into their business. This has resulted in a fabulous load of experience, in 
technical, economical, business and last but not least legal terms. A broad spec-
trum of companies has assessed the benefits to their productivity, competitiveness 
and profitability from their use of Grid solutions. The technical solutions found, 
the economic research, the legal boundaries and constraints in which they operate 
constitute an extremely interesting knowledge which is there to be reused.

The originality of BEinGRID findings and proposed solutions is that they have 
already been tried out. The project is not about theories or frameworks, but about 
real, tested, experimented, adapted solutions and the experiences gained by their 
use. The case studies that BEinGRID proposes are real, conducted by a broad spec-
trum of European businesses which operate in the real world. RoI has been exam-
ined, the legal context has been worked out, technical problems have found a solu-
tion and all of this has been packaged and made available on the repository the 
project has created: Gridipedia.

And at last, it has to be noted that it is not just about Grid. The adoption of Grid 
technologies was the triggering factor for the project, and the context around the 

1 Extended to 97 with the Open Call of November 2007.
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project has evolved since. However it is quite clear that the problems addressed are 
also of more generic nature, and many if not all of the solution found are of interest 
for anybody who wishes to approach a distributed solution for its business, being 
that SaaS, Clouds or Grid.  This book contains loads of information, coming from 
real cases.  I am sure that the extremely valuable experiences of the early adopters 
of Grid based solutions will motivate several other organizations to do the same. 

Annalisa Bogliolo
European Commission

Project Officer
DG Information Society and Media

Unit Software and Services Architectures and Infrastructures

The opinions expressed above are those of the author and do not necessarily reflect 
those of the European Commission



To be, or not to be: that is the question: 
Whether ›tis nobler in the mind to suffer 
The slings and arrows of outrageous fortune, 
Or to take arms against a sea of troubles, 
And by opposing end them? ….

Hamlet, Act three, Scene one. (William Shakespeare, 1564-1616)

Foreword

The idea to set up such a practical project like BEinGRID was born in early 2005 
after realising that the commercial exploitation of Grid technology was lagging 
behind what we knew could be done.

Since 2000, Atos Origin had taken part in the development of a number of 
European Grid architecture solutions for enabling the management of distrib-
uted resources across multiple enterprises’ boundaries and creating collaborative 
environ ments (also known as Virtual Organisations) that were completely trans-
parent to the users. There had been a significant number of software middlewares 
as a result of FP5 IST Grid research (GRIA, GRASP, CROSSGRID, GAT, etc.), 
but they were too unconnected to achieve their full potential. In the first calls of 
FP6, Grid projects were pooling their research efforts using open standards to guar-
antee the interoperability and taking advantages of existing synergies to design and 
develop underlying Grid technologies that enable a wide variety of business applica-
tions. The promised architecture for a Next Generation Grid (NGG) is in line with 
“OGSA and beyond” that was already under design and development.

For some reason, the benefits of global Grid Computing had not yet caught on 
with most businesses, and the promise of delivering almost limitless computing 
power to any user, anywhere – and the many benefits this would bring - was still little 
more than a dream. There appeared to be a clear threat that industry and commerce 
would not accept the middlewares on offer simply due to a lack of knowledge and/
or a lack of confidence in their maturity and reliability.

At that moment, despite a significant investment, Grid was at a critical phase in 
its transition from use in research and academia, to adoption across all enterprise 
sectors. An unawareness of the benefits brought by the use of Grid technologies and 
the lack of reference business cases (to demonstrate the benefits to  potential users) 
was leading to a weak commercial exploitation of results and so of the general 
deployment of this technology into the market, failing to exploit the EU’s competi-
tiveness and leadership in this technological area. It was time to establish effective 
routes to push this technology adoption and to stimulate the research into innovative 
business models. A take-up project to transfer the benefits of the Grid to business 
scenarios was needed. It was the right moment to be or not to be in Grid.
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BEinGRID, Business Experiments in Grid, was presented to FP6 ICT Call 5, 
and started in June 2006 with a clear mission to exploit European Grid middle-
ware by creating a toolset repository of Grid services from across the Grid research 
domain and to use these services to deliver a set of successful Business Experiments 
that stimulate the early adoption of Grid technologies across the European Union. 
A Business Experiment was defined as a real Grid pilot application that addresses 
a concrete business case and in which the main actors of the economic sector are 
represented: the end-user, the service provider, and the Grid service integrator. The 
involvement of the full value chain was considered a catalysing aspect to demon-
strate Grid potential and to capitalise on the derived benefits.

BEinGRID has produced a series of 25 Business Experiments from key busi-
ness sectors such as chemistry, engineering, environmental, finance, gaming, health, 
logistics, multimedia, science, telecom, tourism, etc. on different Grid middleware 
solutions. Most of the findings of the project and these Business Experiments can 
be found in the repository created by the project initially named Gridipedia (http://
www.gridipedia.eu/), and currently available as IT-Tude.com (http://www.it-tude.
com or www.it-tude.eu).

Today, four years later, we are facing the last months of the BEinGRID project, 
in a global context in which new terms like Cloud Computing have emerged to build 
on the ideas originally raised by Grid Computing. I am sure that most of the find-
ings of BEinGRID will be very relevant and helpful for those thinking to be or not 
to be in the Cloud.

Santi Ristol 
BEinGRID Project Coordinator 

ATOS ORIGIN Business Director
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1 Introduction: Business and Technological Drivers 
of Grid Computing

Katarina Stanoevska-Slabeva, Thomas Wozniak

1.1 Introduction

The Grid is an emerging infrastructure that will fundamentally change 
the way we think – and use – computing. The word Grid is used by 

analogy with the electric power grid, which provides pervasive access 
to electricity and, like the computer and a small number of other 

advances has had a dramatic impact on human capabilities and society. 
Many believe that by allowing all components of our information 

technology infrastructure – computational capabilities, databases, 
sensors, and people – to be shared flexibly as true collaborative tools, 

the Grid will have a similar transforming effect, allowing new classes of 
application to emerge.

(Foster and Kesselman 2004)

The vision of using and sharing computers and data as utility has been inspired by 
constantly increasing computing needs faced by researchers in science and can be 
traced back in the 1960s to the Internet pioneer Licklider (see Berman and Hey 
2004). Licklider wrote in his groundbreaking paper (Licklider 1960)1 that computers 
should be developed 

“to enable men and computers to cooperate in making decisions and controlling complex 
situations without inflexible dependence on predetermined programs.”

But, it was only in the mid 1990s when this vision became reality and the term “Grid 
Computing” was coined in order to denote a new computing paradigm (Foster et al. 
2001).

Explained from the user perspective in the most simplest way, Grid Computing 
means that computing power and resources can be obtained as utility similar to 
electricity – the user can simply request information and computations and have 
them delivered to him without necessity to care where the data he requires resides 
or which computer is processing his request (Goyal and Lawande 2005). From 
the technical perspective Grid Computing means the virtualization and sharing 
of available computing and data resources among different organizational and 
physical domains. By means of virtualization and support for sharing of resources, 
scattered computing resources are abstracted from the physical location and their 
specific features and provided to the users as a single resource that is automatically 

1  According to citation in Berman and Hey (2004)

 © Springer-Verlag Berlin Heidelberg 2010 
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allocated to their computing needs and processes. At the core of Grid Computing 
therefore are virtualization and virtual centralization as well as availability of 
heterogeneous and distributed resources based on collaboration among and sharing 
of existing infrastructures from different organizational domains which together 
build the computing Grid. 

Since the mid 1990s the concept of Grid has evolved. Similar to other infra-
structure innovations – for example the Internet – the Grid was first introduced 
and adopted in science for the support of research in various scientific disciplines 
that require high performance computing (HPC) together with huge amounts of 
data stored in dedicated databases. Examples of such sciences are Earth Science, 
Astroparticle Physics and Computational Chemistry. They are summarized under 
the term eScience. To support eScience many national and international initiatives 
have been started by governments in many countries in order to leverage existing 
investments in research infrastructure and to enable sharing and efficient use of 
available computational resources, data and specialized equipment. Examples of 
national initiatives are: Austrian Grid (http://www.austriangrid.at), D-Grid – the 
German Grid initiative, DutchGrid (http://www.dutchgrid.nl) and others. 

One example of an international initiative is the Enabling Grid for E-SciencE 
(EGEE) project supported by the European Commission (http://www.eu-egee.org). 
The EGEE involves over 50 countries with the common aim of building on recent 
advances in Grid technology and developing a service Grid infrastructure which 
is available to scientists 24 hours-a-day (EGEE 2009). Another international 
 initiative has been initiated by CERN. CERN is building a Large Hadron Collider 
(LHC) Computing Grid to manage and support the analysis of data generated 
by LHC experiments. The largest experiment is generating over one petabyte of 
data per year and around 2000 users and 150 institutions are involved in the 
analysis of the experiments’ data. The analysis of such large quantities of data 
exceeds by far the available computing capacities of one single organization. All 
involved research institutions are joining their resources in the LHC Computing 
Grid. 

The Grid Computing paradigm based on resource sharing was brought to broader 
public by the popular project (http://setiathome.berkeley.edu) SETI@HOME. The 
goal of the Search for Extraterrestrial Intelligence (SETI) project is the detection of 
intelligent life outside earth. The project uses radio telescopes to listen for narrow-
bandwidth radio signals from space. As such signals are not known to occur natu-
rally, it is expected that a detection of them would provide evidence of extrater-
restrial technology. The analysis of radio telescope signals involves huge amounts 
of data and is very computing-intensive. No single research lab could provide the 
computing power needed for it. Given the tremendous number of household PCs, 
the involved scientists came up with the idea to invite owners of PCs to participate 
in the research by providing the computing power of their computers when they are 
idle. Users download a small program on their desktop. When the desktop is idle, 
the downloaded program would detect it and use the idle machine cycles. When the 
PC is connected back to the Internet, it would send the results back to the central 
site. The SETI initiative recently celebrated the 10th anniversary (it was launched 
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17th of May 1999) and has at present more than 3 million users that participate with 
their PCs. 

Inspired by the success of Grid Computing in eScience and driven by current 
business and technological developments in companies there is increasing interest 
for Grid Computing in industry. 

1.2 Business Drivers for Grid Computing in Companies

At present, companies have to survive and develop competitive advantage in a 
dynamic and turbulent environment of global competition and rapid business 
change. Companies are under constant pressure to simultaneously grow revenue 
and market share while reducing costs. To meet these requirements, companies have 
been changing and three major trends can be observed that have impact on company 
requirements upon Information Technology (IT) support:

•	 	Striving towards high agility,
•	 	Globalization of activities to be able to take advantage of opportunities provided 

by a global economy, and
•	 	Increased mobility.

In dynamic business environments agility is considered the key success factor for 
companies. Only companies with high agility can be successful in today’s rapidly 
changing business environments. In literature, there are various definitions for 
the term agility: from general ones as for example “the ability of firms to sense 
environmental  change and respond readily” (Overby et al. 2006) to more specific 
ones as for example “...an innovative response to an unpredictable change” 
(Wadhwa and Rao 2003). A comprehensive and summarizing definition is given by 
van Oosterhout et al. (2007): 

“Business agility is the ability to sense highly uncertain external and internal changes, and 
respond to them reactively or proactively, based on innovation of the internal operational 
processes, involving the customers in exploration and exploitation activities, while 
leveraging the capabilities of partners in the business network.”

Business agility is therefore the ability to swiftly and easily change businesses and 
business processes beyond the normal level of flexibility to effectively manage 
unpredictable external and internal changes.

One basic obstacle for achieving agility is the prevailing IT infrastructure 
of enterprises. Despite of efforts to increase flexibility of corporate IT, most 
prevailing corporate IT still involves hardwired processes and applications that 
cannot be changed quickly and easily. This results in long lead times before the IT 
infrastructure can follow and support new business process and product concepts. 
Thus, an agile company is only possible with an agile IT infrastructure that can 
quickly and efficiently be adjusted to new business ideas. Enterprises would like 
to have an IT infrastructure that can realign itself expeditiously to new business 
priorities. They require rapid and predictable turnaround times for provisioning 
computing power, storage, information, and application flows. Virtualization of 
resources (computers and data) and their flexible integration and combination to 



Katarina Stanoevska-Slabeva, Thomas Wozniak6

support changing business concepts has the potential to increase IT and business 
agility in companies. 

Another development trend affecting the requirements upon the IT infrastruc-
ture in companies is the increasing globalization of companies. Companies are 
increasingly acting as global companies with activities spread over many locations 
worldwide. The globalization of companies resulted in globalisation of their IT. 
To support the activities of remote company parts, IT resources and data as well as 
data centres are also scattered worldwide. Despite of the global spread of activities 
companies strive to use the competitive advantage of the involved regions in a syner-
getic way and to create a “Global One Company” (see for example Stanoevska-
Slabeva et al. 2008). Thus, there is growing need for IT support of global proces ses 
in an integrated and “follow-the-sun” principle2 (for example global supply chains) 
by relying on and integrating globally scattered IT resources. Virtualization and 
virtual centralization of available resources in computing and data Grids could 
provide the necessary integration of resources by keeping at the same time their 
physical distribution.

The third trend in companies that has impact on requirements upon their IT 
infrastructure is increasing mobility of employees and resources. Due to globaliza-
tion an increasing number of employees is mobile and requires mobile support. At 
the same time, with the maturity of ubiquitous computing and the Internet of Things, 
an increasing number of external devices is expected to be involved as sensors in 
the IT infrastructure of companies. Mobile computing resources and data as well as 
data sources as sensors need to be supported remotely in an efficient manner and at 
the same time need to be integrated into the existing infrastructure in a flexible way. 

Figure 1.1 summarizes the impact of the three factors on company 
IT-infrastructure. In order to support agility flexible infrastructure is required that 
can fast be adopted to new processes. 

Fig. 1.1: Main factors impacting requirements upon company IT infrastructure

2  As IT resources are in many cases used over night, also the term “follow-the-moon” is used.
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Virtualization and abstraction of the physical location of resources, support for 
services  and their flexible bundling as well as higher scalability and flexibility through 
inclusion of external resources based on Grid and emerging Cloud Computing have 
the potential to provide an IT infrastructure that addresses the demands of business 
while utilizing the IT resources most efficiently and cost-effectively.

1.3 Technological Drivers for Grid Computing in Companies

IT in companies has been constantly changing its shape in the last decades (see 
also fig. 1.2). This is driven by the changes in the way how companies conduct 
business described in section 1.2 and by technological developments and innova-
tion. At the beginning, there were centralised data centres with mainframes. More 
than a decade ago, a shift from large centralized mainframe computers towards 
more distributed systems started to transform corporate IT. First, PCs were added to 
support each single user in addition to mainframes that increasingly became distrib-
uted. Recently, mobile end devices have been added to support and enable greater 
mobility of employees. Initially, computing power and storage of mobile devices 
were limited and mobile devices were mainly used for voice communication. Today, 
they have caught up and increasingly compete with PCs. A new trend is ubiqui-
tous computing and the enhancement of the environment as well as products with 
sensors. 

Fig. 1.2: The Evolution of IT in companies

Overall, there is a trend towards distribution and decentralization of IT resources 
that at the same time is confronted with the need for consolidated and efficient use 
of IT resources. This results in several problems:

•	 Ever increasing demand for storage and computing power at each data centre
•	 Many and scattered data centres with underutilization of their resources
•	 Increasing maintenance costs of data centres
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Business changes as globalization and mobility resulted in an increasing number 
of distributed data centres. At present, prevailing practice is to optimize each data 
centre mostly independent of other data centres. This means that each data centre is 
designed to accommodate high peak demand for computation power and data. As 
a result, there is an ever increasing demand for storage and computing power. For 
example, the volume of digital content is constantly increasing. In 2007, the amount 
of information created exceeded available storage capacity for the first time ever 
(Gantz et al. 2008). Although around 70% of digital information is created by indi-
viduals, “enterprises are responsible for the security, privacy, reliability, and compli-
ance of 85%” (Gantz et al. 2008). The total amount of information, including paper 
and digital content, in enterprises, governments, schools, and small businesses is 
estimated to grow 67% per year until 2012 (Gantz et al. 2009). This implies tech-
nological challenges as well as challenges with regard to information governance 
for businesses. 

The increasing number of data centres resulted in overproportional increase 
in their maintenance costs, in particular with respect to power and cooling costs 
(Belady 2007). Energy efficiency of IT is a concern that becomes increasingly 
important. The continuously increasing amount of digital information requires 
increasing compute power, bigger storage capacities and more powerful network 
infrastructure to transmit information. This ultimately results in increasing 
carbon footprint of IT. By 2020, ICT are estimated to become among the biggest 
greenhouse gas emitters, accounting for around 3% of all emissions (Boccaletti 
et al. 2008). Growth in the number and size of data centres is estimated to be 
the fastest increasing contributor to greenhouse emissions (Boccaletti et al. 
2008). 

Grid computing has been among the first attempts to manage the high number 
of computing nodes in distributed data centres and to achieve better utilization of 
distributed and heterogeneous computing resources in companies. Advances in 
virtualization technology enable greater decoupling between physical computing 
resources and software applications and promise higher industry adoption of 
 distributed computing concepts such as Grid and Cloud. The continuous increase 
of maintenance costs and demand for additional resources as well as for scalability 
and flexibility of resources is leading many companies to consider outsourcing their 
data centres to external providers. “Cloud computing has emerged as one of the 
enabling technologies that allow such external hosting efficiently” (AbdelSalam 

et al. 2009).

1.4 Towards Grid and Cloud Computing in Companies

The business and technological drivers of Grid and Cloud Computing described in 
sections 1.2 and 1.3 provide a strong business case for Grid and Cloud Computing 
in companies. To meet this demand, different types of commercial Grid and Cloud 
offerings have evolved in form of utility computing, Grid middleware, and appli-
cations offered in the Software-as-a-Service manner based on Grid infrastructure. 
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Clouds are the newest evolutionary step of Grid market offerings and provide new 
opportunities and challenges. 

However, a broad adoption of Grid Computing cannot be observed yet, due to 
various reasons:

•	 	Grid technology is complex and there is still no sufficient understanding of how 
to best apply it. Also, there is a lack of best practices for its commercial applica-
tion.

•	 	The requirements for Grid Computing in companies are different compared to 
eScience and already developed concepts and technologies cannot be directly 
transferred to industry. Companies have higher security and reliability require-
ments. In addition, companies have many processes and applications different 
from HPC that cannot easily be adjusted to a Grid infrastructure. 

1.5 The Goal and Structure of This Book

Against the background of the developments described above, the present book 
aims at providing industry practitioners with a thorough understanding of how 
businesses can benefit from Grid Computing, and how such solutions are related 
to what is commonly referred to as Cloud Computing. The target audience of this 
book is industry practitioners interested in Grid and Cloud as well as potential 
buyers of Grid solutions. This may be IT decision makers in Small and Medium-
sized Enterprises (SMEs) as well as in large enterprises, e.g. Chief Technology 
Officers (CTOs), IT department heads, or – in the case of rather smaller compa-
nies – actual management staff. In addition, this book well serves as a base for 
further research on Grid/Cloud and its commercial application. Thus, academic 
researchers and higher education are considered as secondary target audience. The 
contents of this book have purposely been selected and compiled with a business 
focus in mind. Technical details are only provided where necessary. This book is 
divided into four main parts:

•	 	Part I: Introduction
•	 	Part II: Grid and Cloud Basics – Definition, Classification, Business Models
•	 	Part III: Grid Business Experiments
•	 	Part IV: Guidelines for Practice 

Part I sets the context and motivates this book. The main business and technical 
drivers for Grid and Cloud Computing are described together with the project 
BEinGRID (chapter 2) where most of the results presented in this book were created. 

Part II starts with a definition of terms, a description of phenomena relevant 
for Grid and Cloud Computing and an explanation of the relationships among 
them (chapters 3 and 4). In chapters 5 and 6, Grid business models and Grid value 
chains are described respectively. An understanding of Grid value chains and busi-
ness models is needed not only to understand the Grid industry but also in order 
to understand what a Grid solution is. A Grid solution typically involves different 
actors on the supplier side. Grid value networks describe the relationships between 
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the different Grid actors. The final chapter of Part II (chapter 7) is dedicated to the 
most relevant legal issues that a typical customer should take into consideration 
when reviewing the terms for the provision of Grid/Cloud services from a tech-
nology provider.

Part III summarizes practical results from the BEinGRID project and provides 
concrete examples of how Grid can be applied commercially. The first chapter 
deals with technical features important for the commercial uptake and practical 
implementation of Grid and Cloud computing (chapter 8). Each of the remaining 
4 chapters (chapters 9, 10, 11 and 12) covers one Business Experiment (BE) of the 
BEinGRID project and follows the same general structure. After a general descrip-
tion of the respective BE, the BE will be described from the perspective of the tech-
nology provider and from the perspective of the user, particularly considering the 
added value. The description from the perspective of the technology provider will 
comprise a detailed description of the Grid solution and its technical features as 
well as how it can be integrated into existing company infrastructures. The descrip-
tion from the perspective of the user will point out the benefits and findings from 
the user perspective. Finally, the findings of the respective BE will be summarized 
and lessons learnt will be provided. Chapter 13 concludes the third part of this book 
by summarizing the organizational and governance challenges associated with the 
adoption of Grid and Cloud Computing in organizations.

In Part IV, key findings are summarized and concrete steps for the practitioner 
on how to act are derived. 
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2 The BEinGRID Project

Theo Dimitrakos

2.1 Introduction

Most of the results presented in this book were created within the BEinGRID project. 
BEinGRID, Business Experiments in GRID, is the European Commission’s largest 
integrated project funded by the Information Society Technologies (IST) research, 
part of the European Union’s sixth research Framework Programme (FP6). This 
consortium of 96 partners is drawn from across the EU and represents the leading 
European organizations in Grid Computing and Service Oriented Infrastructures 
(SOI) and a broad spectrum of companies covering most vertical markets keen on 
assessing the benefits to their productivity, competitiveness and profitability from 
using Grid and Cloud Computing solutions. 

The mission of BEinGRID is to generate knowledge, technological improve-
ments, business demonstrators and reference case-studies to help companies in 
Europe and world-wide to establish effective routes to foster the adoption of SOI 
technologies such as Grid and Cloud Computing and to stimulate research that helps 
realizing innovative business models using these technologies. In terms of tech-
nology innovation BEinGRID has defined and steered the technical direction of 
Business Experiments (BEs) in all vertical market sectors by offering them best-
practice guidance in each of the stages (requirements, design, prototyping, demon-
stration), thought-leadership in tackling innovative problems and technical advice 
for improving the BE solution. 

Teams of technology and business experts achieved this mission by eliciting 
common technical requirements that solve common business problems across 
vertical markets, by defining innovative generic solutions, called common capabili-
ties, that meet these requirements, by producing design patterns that explain how 
these solutions can be implemented over commonly used commercial and exper-
imental platforms and by producing best-practice guidelines demonstrating how 
these solutions can be applied in exemplar business scenarios. 

2.2 The BEinGRID Matrix

To meet the project’s objectives described above, BEinGRID has undertaken a 
series of targeted Business Experiments (BEs) designed to implement and deploy 
Grid solutions across a broad spectrum of European business sectors including the 
media, financial, logistics, manufacturing, retail, and textile sectors. The consortium 
conducted 25 Business Experiments that have been summarized at the BEinGRID 
project Web site (http://www.beingrid.eu/) and described in the BEinGRID Booklet 
(BEinGRID Booklet 2009). Each one of these 25 BEs is a showcase of a real-life 
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pilot application focusing on a specific business opportunity and addressing current 
customer needs and requirements. The involvement of all actors in a representative 
value chain including consumers and service providers has been considered crucial 
for producing successful case studies that build on the experiences of early adop-
ters. Consequently participation of representative consumers and providers able to 
take a solution to the market has been ensured in each of the BEs. The BEinGRID 
Business Experiments have been classified according to their main vertical market, 
the business model they exploit, and the technological innovations they validate. 
These classifications are discussed in the next sections.

2.2.1 Vertical Market Sectors

Each BE addresses concrete business issues in a particular vertical market. Each of 
the main actors of a grid value network was represented. From this perspective, the 
25 BEs of BEinGRID cover the following sectors: 

•	 	Advanced Manufacturing. This class comprises BEs that apply Grid technology 
to the design of products or components that are later manufactured, or to opti-
mize some part of the production processes.

•	 	Telecommunications. This sector covers the BEs that use SOI in order to improve 
existing or offer new innovative services that can improve the operational effi-
ciency and the quality of services offered by network operators. These include 
services for sharing data and services among network operators and detecting 
fraud. 

•	 	Financial. This sector includes the solutions used by financial organizations to 
optimize existing business activities or to produce new and innovative services 
to their customers.

•	 	Retail. This sector includes BEs that improve the business activities related to 
management of goods (acquisition, delivery, transformation ...).

•	 	Media & Entertainment. This sector consists of BEs related to the manage-
ment and processing of media content (capture, rendering, post-production, 
delivering) and, more broadly, the provision of on-line entertainment services 
including scalable and high-performing collaborative gaming.

•	 	Tourism. This sector covers the BE that is used by the tourism industry in order 
to optimize existing business activities or to produce new and innovative services 
to their customers.

•	 	Health. This sector is represented by the BEs that focus on processing of medical 
data, compute intensive algorithms for medical science and provision of services 
that optimize the quality and the cost of medical treatment covering all actors 
contributing to the treatment. 

•	 	Environmental Sciences covers the BEs that focus on processing geophysical 
data and applying compute intensive algorithms to analysis which will help 
avoid damage to the environment and offer protection against natural disasters.

Different BEs use different middleware in the same sector in order to solve specific 
real-world challenges. The anticipated commercial and social impact and innovation 
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dividend have been the main criteria in selecting the BE, in addition to the neces-
sary use of Service Oriented Infrastructure technologies including Grid and Cloud 
Computing.

2.2.2 Business Models

The business models explored in these pilot projects have been categorized based 
on criteria that take into account their value propositions, their technological 
and economic incentives and emerging trends in the market of Grid and Cloud 
Computing.

The first category focuses on achieving optimized and flexible processes and 
lower costs by improving resource utilization. At the core of this category are inno-
vations facilitating: 

•	 better utilization of compute power and data storage, 
•	 	on-demand provision of additional compute power and storage in order to 

respond to peaks in consumption, and
•	 	aggregation of heterogeneous data sources in virtual data-stores. 

The second category focuses on collaboration and resource sharing. At the core of 
this category are innovations improving: 

•	 	the agility of businesses and their ability to respond to business opportunity by 
enabling the swift establishment of multi-enterprise collaborations, 

•	 	the execution of collaborative processes spanning across-enterprise boundaries, 
•	 	provision of, and access to, shared network-hosted (“cloud”) services that facili-

tate collaboration, and
•	 	seamless access to heterogeneous geographically distributed data sources.

The third family of categories is focused on new service paradigms centered on 
“pay-as-you-go” (PAYG) and new paradigms of ICT services (*-aaS) including 
Software as a Service (SaaS), Platform as a Service (PaaS) and Infrastructure as a 
Service (IaaS).

2.2.3 Research and Technological Innovation Themes

The technological advancements and innovations inspired or validated by the BEs 
have been categorized in thematic areas. These are areas where we witnessed either 
significant challenges that inhibit widespread commercialization of Grid Computing 
or where the anticipated impact of the innovation (i.e. the “innovation dividend”) is 
particularly high.

•	 	Virtual Organization Management capabilities help businesses establish secure, 
accountable and efficient collaborations sharing services, resources and infor-
mation. 

•	 	Trust & Security capabilities address areas where a perceived or actual lack 
of security appears to inhabit commercial adoption of Grid Computing and 
SOI. These include solutions for brokering identities and entitlements across 
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enterprises, managing access to shared resources, analyzing and reacting to 
security events in a distributed infrastructure, securing multi-tenancy hosting, 
and securing the management of in-cloud services and platforms. These inno-
vations underpin capabilities offered in Virtual Organization Management and 
other categories. 

•	 	License Management capabilities are essential for enabling the adoption of 
PAYG and other emerging business models, and had so far been lacking in the 
majority of Grid and Cloud computing solutions. 

•	 	Innovations to improve the management of Service Level Agreements cover the 
whole range from improvements to open standard schemes for specifying agree-
ments, to ensuring fine-grained monitoring of usage, performance and resource 
utilization. 

•	 	Data Management capabilities enable better storage, access, translation and 
integration and sharing of heterogeneous data. Innovations include capabilities 
for aggregating heterogeneous data sources in virtual data-stores and ensuring 
seamless access to heterogeneous geographically distributed data sources.

•	 	Innovations in Grid Portals enable scalable solutions based on emerging Web2.0 
technologies that provide an intuitive and generic instrumentation layer for 
managing user communities, complex processes and data in SOI as Grids and 
Clouds.

The technological innovation results take the form of core, generic functionality 
or processes that can be implemented over commercial and experimental service 
oriented middleware and infrastructures in order to add or help realize business 
value that is known to be important for commercial success. These technological 
innovation results have been delivered by means of the following outputs of the 
program:

•	 	Common technical requirements that identify specific challenges where tech-
nical innovation is required. These were elicited by analyzing BEs across vertical 
market sectors; their interdependences have been analyzed within and across 
thematic areas; and they have been prioritized in terms of innovation potential 
and anticipated business impact based on feedback from BEs in several market 
sectors and criticality1 in terms of their interdependences.

•	 	Common capabilities that capture the generic functionality that would need 
to be in place in order to address these requirements. These are necessary for 
enhancing current service offerings and delivery platforms in order to meet the 
business challenges described at the introduction of this chapter. 

•	 	Design patterns that describe one or more possible solutions that describe how 
systems may be architected in order to realize each common capability. 

•	 	Reference implementations that realize selected common capabilities over 
commercial middleware. These were subject to quality assurance processes 
including: release testing (focusing on robustness, installation and usability of 

1 In simple terms, criticality of a technical requirement is a function of the number and relative 
priority of other requirements that depend upon it. 
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artifacts); conformance testing to assure that the artifacts are adequately imple-
menting the functionality of the capability; documentation and training material 
explaining how to deploy, integrate and improve the artifacts.

•	 	Integration scenarios illustrating how a critical mass of interdependent common 
capabilities can be implemented together to maximize added value. 

•	 	Validation scenarios illustrating the benefits of implementing selected common 
capabilities to enhance business solutions in real-life case-studies.

•	 	Best-practice guidelines explaining how these common capabilities can be taken 
advantage of in indicative business contexts.

2.3 Knowledge Repository for SOI, GRID and  
Cloud Computing

Research and innovation in the BEinGRID project is complemented with the devel-
opment of the public knowledge and toolset repository IT-Tude.com (http://www.
it-tude.com or www.it-tude.eu), previously known as Gridipedia (http://www. 
gridipedia.eu/), that aims to concentrate a comprehensive selection of service 
designs, best practices, case studies, technology implementations, and other 
resources that may enable the adoption of SOI technologies such as Grid and Cloud 
Computing. This knowledge repository also includes descriptions of the capabilities 
produced by the BEinGRID project, as well as information and software for their 
reference implementations and other auxiliary content such as technical reports, 
white papers, presentations, demonstration videos and training material.



Part II: Grid and Cloud Basics –  
Definition, Classification, Business Models



Introduction

The second part of this book provides a general view of Grids and Clouds and a 
thorough understanding of what Grid and Cloud Computing are. Topics that are 
covered in detail are definitions and classifications of Grid and Cloud Computing, 
underlying architectures and components, business models and value networks of 
Grid solutions and legal aspects that are important when moving towards Grids and 
Clouds. Part II is a rich body of general knowledge on the commercial application 
of Grid and Cloud Computing that will be complemented with practical concepts, 
experiences and findings from the BEinGRID project in Part III of this book.

Part II starts with a definition of terms related to Grid Computing and its 
commercial application, a classification of different types of Grids, a description of 
Grid architectures and an outline of the evolution from Grid to Cloud Computing 
in chapter 3. In chapter 4, an understanding of Cloud Computing is derived based 
on the review of many definitions provided by industry analysts, academics, and 
practitioners. Further, chapter 4 provides a description of different classifications 
of Cloud Computing and a comparison of Grid and Cloud Computing. Chapter 5 
is dedicated to Grid business models and presents an overview of business models 
adopted by Grid application and services providers in the market based on an anal-
ysis of Grid business cases. Chapter 6 explains what a Grid solution is by drawing 
upon the concept of value networks. First, different types of Grid market players 
and flows between them are generally described. Then, concrete value networks for 
different ways how a Grid solution can be offered are examined. The final chapter 
of Part II (chapter 7) is dedicated to the most relevant legal issues that a typical 
customer should take into consideration when reviewing the terms for the provision 
of Grid/Cloud services from a technology provider.
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Katarina Stanoevska-Slabeva, Thomas Wozniak

3.1 Introduction

The term Grid or Grid Computing implies different technologies, markets and solu-
tions to different people. The meanings associated with the terms range from cluster 
computing, High Performance Computing (HPC), utility computing, peer-to-peer 
computing to specific new types of infrastructure. In order to clarify the position, the 
aim of this chapter is to define and explain Grid Computing. Thereby, the following 
aspects will be considered:

•	 Definition of Grid Computing 
•	 Explanation of Grid Computing Architectures
•	 Overview of basic functionalities and components of Grid Computing
•	 Overview of advantages and risks associated with Grid Computing
•	 Classification of Grids
•	 Overview of trends related to Grid Computing such as Service-oriented 

Computing (SOC), Software-as-a-Service (SaaS), and Cloud Computing. 

3.2 What is Grid Computing?

Grid Computing is a complex phenomenon that has its roots in eScience and has 
evolved from earlier developments in parallel, distributed and HPC (see for example 
Weishäupl et al. 2005 and Harms et al. 2006). It emerged in the early 1990s, when 
high performance computers were connected by fast data communication with the 
aim to support calculation- and data-intensive scientific applications. At that time, 
this was denoted hyper computing or meta computing and the emphasis was on 
coordinated usage of available computing resources for high performance applica-
tions (Reinefeld and Schintke 2004).

The first most cited definition of Grid Computing reflected these origins and was 
suggested by Foster and Kesselman (1998):

“A computational grid is a hardware and software infrastructure that provides dependable, 
consistent, pervasive, and inexpensive access to high-end computational capabilities.” 

Based on the hyper computing examples and the example of cluster computing, it 
became evident that resource sharing might be relevant for other application areas 
as well. Consequently, it became clear that resource sharing should be provided in 
a generic manner and not targeted only for specific high performance applications 
(Reinefeld and Schintke 2004). Given this, development of support for generic IT 
resource sharing started to be considered as the real “Grid problem”. According to 
Foster et al. (2001):
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“The real and specific problem that underlies the Grid concept is coordinated resource 
sharing and problem solving in dynamic, multi-institutional virtual organizations. The 
sharing that we are concerned with is not primarily file exchange but rather direct access 
to computers, software, data, and other resources, as is required by a range of collaborative 
problem-solving and resource brokering strategies emerging in industry, science, and 
engineering.” (Foster et al. 2001)

In this descriptive definition a virtual organization (VO) is a dynamic group of indi-
viduals, groups or organizations who define the conditions and rules for sharing 
resources (Joseph et al. 2004). According to Foster (2002), a Grid system is there-
fore a system that: 

•	 Coordinates resources that are not subject to centralized control
•	 Uses standard, open, general-purpose protocols and interfaces
•	 Delivers nontrivial qualities of service.

The main resources that can be shared in a Grid are (Lilienthal 2009):

•	 Computing/processing power 
•	 Data storage/networked file systems 
•	 Communications and bandwidth 
•	 Application software 
•	 Scientific instruments.

In addition, as the prevalence of embedded computing continues, the notion of a 
Grid resource can be extended toward simpler devices, such as home appliances, 
portable digital assistants, cell phones as well as active and passive Radio Frequency 
Identification (RFID) devices (Castro-Leon and Munter 2005).

The new and more precise definition was taken up by the scientific community. 
Grid Computing is now considered by the research community to be a middle-
ware layer enabling a secure, reliable, and efficient sharing of computing and data 
resources among independent organizational entities (Weishäupl et al. 2005). 

After being successfully applied in eScience, Grid Computing attracted attention 
in industry as well. The new definition and focus of Grid Computing was adopted by 
industry with different interpretation. IBM for example describes Grid Computing 
indirectly by referring to its features:

“Grid computing allows you to unite pools of servers, storage systems, and networks into a 
single large system so you can deliver the power of multiple-systems resources to a single 
user point for a specific purpose. To a user, data file, or an application, the system appears 
to be a single enormous virtual computing system.” (Kourpas 2006)

Some analysts, as for example Quocirca (2003), defined Grid as a specific archi-
tecture: 

“Grid computing is an architectural approach to creating a flexible technology infra-
structure, enabling the pooling of network, hardware and software resources to meet 
the requirements of business processes. The components of a Grid architecture (e.g. 
computing units, storage, databases, functional applications and services) work together 
to maximise component utilisation while minimising the need for continual upgrading of 
individual component capacity.”
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In a comprehensive Grid market study, Insight Research defined Grid Computing 
as “a form of distributed system wherein computing resources are shared across 
networks” (Insight Research 2006). Other authors have interpreted the new focus 
of Grid in the context of specific application. For example, Resch (2006) defined 
Grid as “an infrastructure built from hardware and software to solve scientific and 
industrial simulation problems.”

The Grid Expert Group coined the term Business Grids and defined and described 
Grid as a specific infrastructure:

“We envision Business Grids as the adaptive service-oriented utility infrastructure for 
business applications. They will become the general ICT backbone in future economies, 
thus achieving profound economic impact.” (NESSI-Grid 2006)

The first successes with national Grids in the area of eScience as well as with open 
initiatives such as for example Seti@Home gave rise to further scenarios towards 
utility computing, or provision of computing power and applications as a service 
(see also Rappa 2004). It became evident that Grid Computing uses Internet as a 
transport and communication medium and is a further generalisation of the Web 
as it extends the class of accessible resources with applications, data, computing 
resources, instruments, sensors and similar (Geiger 2006). Inspired by the electrical 
power grid’s pervasiveness, ease of use, and reliability, computer scientists in the 
mid-1990s began exploring the design and development of an analogous infrastruc-
ture called the computational power Grid enabling access to computing power and 
application at any time or place as needed without the need to own the infrastructure 
necessary to produce the service (Buyya et al. 2005). 

The different definitions propagated by industry, academics and analysts resulted 
in a big terminological confusion in the market over the meaning of the terms Grid 
and Grid Computing. For the purpose of this book, we will use the following defi-
nitions:

•	 Grid middleware is specific software, which provides the necessary function-
ality required to enable sharing of heterogeneous resources and establishing of 
virtual organizations. From a market perspective, Grid middleware is a specific 
software product that is offered on the market under certain licensing condi-
tions and which is installed and integrated into the existing infrastructure of the 
involved company or companies. Grid middleware provides a special virtualiza-
tion and sharing layer that is placed among the heterogeneous infrastructure and 
the specific user applications using it. 

•	 Grid Computing is basically the deployed Grid middleware or the computing 
enabled by Grid middleware based on flexible, secure, coordinated resource 
sharing among a dynamic collection of individuals, institutions, and resources. 
Grid Computing means on the one hand that heterogeneous pools of servers, 
storage systems and networks are pooled together in a virtualized system 
that is exposed to the user as a single computing entity. On the other hand, it 
means programming that considers Grid infrastructure and applications that are 
adjusted to it.
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•	 Grid infrastructure refers to the combination of hardware and Grid middleware 
that transforms single pieces of hardware and data resources into an integrated 
virtualized infrastructure which is exposed to the user as a single computer 
despite of heterogeneity of the underlying infrastructure. 

•	 Utility computing is the provision of Grid Computing and applications as a 
service either as an open Grid utility or as a hosting solution for one organization 
or VO. Utility computing is based on pay-per-use business models. 

Grid Computing has evolved into an important discipline within the computer 
industry by differentiating itself from distributed computing through an increased 
focus on the “Grid problem”, i.e., resource sharing, coordination, manageability, 
and high performance (Foster et al. 2001). Thus, the following resources cannot be 
considered as Grids, unless they are based on sharing: clusters, network-attached 
storage devices, scientific instruments, networks. However, they can be important 
components of a Grid.

Grid Computing needs to be distinguished also from HPC. It focuses on resource 
sharing and can result in HPC, whereas HPC does not necessarily involve sharing 
of resources. 

To summarize, Grid Computing is a new computing paradigm based on IT 
resource sharing and on provisioning of IT resources and computing in a way 
similar to how electricity is consumed today. It is enabled by specific Grid middle-
ware provided on the market either as packaged or open source software, or in form 
of utility computing. 

3.3 Grid Architectures and Functionality

A Grid architecture provides an overview of the Grid components, defines the 
purpose and functions of its components, and indicates how the components interact 
with one another (Joseph et al. 2004). The main focus of a Grid architecture is on 
the interoperability and protocols among providers and users of resources in order to 
establish the sharing relationships. According to Foster and Kesselman (2004), the 
required protocols are organized in layers as presented in figure 3.1:

Fig. 3.1: Generic Grid architecture (adapted from Foster et al. 2001)
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The main functionality of each layer can be summarized as follows (Foster and 
Kesselman 2004): 

•	 The Fabric layer comprises the physical resources which are shared within the 
Grid. According to Foster and Kesselman (2004), this includes computational 
resources, storage systems, network resources, catalogues, software modules, 
sensors and other system resources. 

•	 The Connectivity layer “contains the core communication and authentica-
tion protocols required for a Grid-specific network transaction” (Foster and 
Kesselman 2004). Communication protocols enable the exchange of data 
between the resources of the fabric layer. The most important functionalities at 
the connectivity layer include: transport, routing and naming as well as support 
for a secure communication. According to Foster and Kesselman (2004), the 
most important requirements for security support involve: support for single 
sign on, support for delegation so that a program can run and access resources to 
which the user has access, support for interoperability with local security solu-
tions and rules. 

•	 The Resource layer uses the communication and security protocols (defined 
by the connectivity layer) to control secure negotiation, initiation, monitoring, 
accounting, and payment for the sharing of functions of individual resources. It 
comprises mainly information and management protocols. Information proto-
cols are used to obtain information about the structure and state of available 
resources. Management protocols are used to negotiate access to resources and 
serve as a “policy application point” by ensuring that the usage of the resources 
is consistent with the policy under which the resource is to be shared.

•	 The Collective layer is responsible for all global resource management and for 
interaction with collections of resources (Foster and Kesselman 2004). Collective 
layer protocols implement a wide variety of sharing behaviours. The most impor-
tant functionalities of this layer are: directory services, coallocation, scheduling 
and brokering services, monitoring and diagnostics services and data replication 
services. The services of the collective layer are usually invoked by program-
ming models and tools: Grid-enabled programming systems, workflow systems, 
software discovery services and collaboration services. This layer also addresses 
community authorization together with accounting and payment services. 

•	 The Application layer involves the user applications that are deployed on the 
Grid. It is important to note that not any user application can be deployed on 
a Grid. Only a Grid-enabled or gridified application, i.e. an application that is 
designed or adjusted to run in parallel and use multiple processors of a Grid 
setting or that can be executed on different heterogeneous machines (Berstis 
2002), can take advantage of a Grid infrastructure. 

The five layers of Grid Computing are interrelated and depend on each other. Each 
subsequent layer uses the interfaces of the underlying layer. Together they create the 
Grid middleware and provide a comprehensive set of functionalities necessary for 
enabling secure, reliable and efficient sharing of resources (computers, data) among 
independent entities. This functionality includes low-level services such as security, 
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information, directory, resource management (resource trading, resource alloca-
tion, quality of service) and high-level services/tools for application development, 
resource management and scheduling (Buyya et al. 2005). In addition, there is a 
need to provide the functionality for brokerage of resources, accounting and billing 
purposes. The main functionalities of a Grid middleware are (see also Meliksetian 
et al. 2004):

•	 Virtualization and integration of heterogeneous autonomous resources (Reinefeld 
and Schintke 2004)

•	 Provision of information about resources and their availability (see for example 
Boden 2004)

•	 Flexible and dynamic resource allocation and management (see for example 
Boden 2004, Reinefeld and Schintke 2004)

•	 Brokerage of resources either based on company policies (Next Generation 
GRIDs Expert Group 2006) or open markets (Buyya et al. 2005)

•	 Security and trust (Geiger 2006, Boden 2004). Security includes authentication 
(assertion and confirmation of the identity of a user) and authorization (check of 
rights to access certain services or data) (Angelis et al. 2004) of users as well as 
accountability (see also Boden 2004).

•	 Management of licences (Geiger 2006)
•	 Billing and payment (Geiger 2006)
•	  Delivery of non-trivial Quality of Service (QoS) (Boden 2004)

Given the complex functionalities above, it is obvious that Grid is a complex system 
and no single technology constitutes a Grid. For example, according to Smith et al. 
(2006), components of the typical service-oriented Grid middleware are: Globus 
Toolkit 4.0 (GT4), Tomcat 5.5 and Axis. Each of the three is a large scale software 
system encompassing thousands of Java classes. In many cases the necessary func-
tionality is assembled by several software and middleware providers. This means 
that building and providing a Grid requires a functioning ecosystem of complemen-
tary services from software providers and integrators (see also chapter 6). It is not 
possible to purchase a Grid off the shelf (Castro-Leon and Munter 2005). 

3.4 Potential Advantages and Risks of Grid Computing

Grid Computing provides advantages and opportunities for companies on two levels: 
on the IT management level, it enables a more efficient utilization of IT resources; 
on the business level, it increases efficiency, agility and flexibility. 

The major potential advantages of Grid Computing for an improved manage-
ment of IT in companies can be summarized as follows:

•	 Grids harness heterogeneous systems together into a single large computer, 
and hence, can apply greater computational power to a task (Bourbonnais et 
al. 2004) and enable greater utilization of available infrastructure (McKinsey 
2004). In particular, with Grid Computing existing underutilized resources can 
be exploited better (Berstis 2002). 
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•	 Grid Computing enables cost savings in the IT departments of companies due 
to reduced total cost of ownership (TCO) (Insight Research 2006, Boden 2004). 
Instead of investing in new resources, greater demand can be met by higher utili-
zation of existing resources or by taking advantage of utility computing. 

•	 Grid Computing enables greater scalability of infrastructure by removing limita-
tion inherent in the artificial IT boundaries existing between separate groups or 
departments (McKinsey 2004).

•	 Grid Computing results in improved efficiency of computing, data and storage 
resources (Insight Research 2006) due to parallel CPU capacity, load balancing 
and access to additional resources (Berstis 2002). As computing and resources 
can be balanced on demand, Grid Computing results also in increased robust-
ness (McKinsey 2004) and reliability (Berstis 2002) – failing resources can be 
replaced easier and faster with other resources available in the Grid. 

•	 Grid Computing furthermore enables a more efficient management of distributed 
IT resources of companies. With the help of virtualization, physically distributed 
and heterogeneous resources can be better and uniformly managed. This makes 
possible to centrally set priorities and assign distributed resources to tasks. 

•	 In combination with Utility Computing, Grid Computing enables the transfor-
mation of capital expenditure for IT infrastructure into operational expenditure 
and provides the opportunity for increased scalability and flexibility. However, 
the usage of Utility Computing results in higher security and privacy risks. 

Overall, Grid Computing has the potential to improve price for performance of 
IT in companies (McKinsey 2004). The increased flexibility and scalability of IT 
resources and the ability to faster adjust business processes to new business needs 
results in advantages on the business level. Potential quantifiable advantages on the 
business level are summarized below:

•	 Improved performance and time-to-market (Boden 2004, McKinsey 2004)
•	 Lower costs and increased revenues due to improved processes (Boden 2004)

Further benefits on the business level that cannot be easily quantified can be summa-
rized as follows:

•	 Improved collaboration abilities (Boden 2004)
•	 Improved sharing (Boden 2004)
•	  Improved possibility to create a VO with external business partners (Insight 

Research 2006). 

The potential benefits of Grid Computing described above have to be compared 
with related risks and challenges. The major challenges of Grid Computing applied 
within company boundaries can be summarized as follows:

•	 Grid Computing is a new computing paradigm that requires considerable change 
in processes but also in the mindset of involved people. Careful and well-organ-
ized change management should prevent phenomena as “Sever hugging” – the 
unwillingness of some departments to share their resources (Goyal and Lawande 
2005). 
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•	 The transformation of the existing scattered IT infrastructure into a Grid alone 
is not sufficient. In most cases, considerable investments need to be made for 
adjusting existing applications, i.e. Grid-enabling existing applications so that 
they can run on a Grid infrastructure. 

•	 Lack of standards for Grid Computing makes investments decisions for Grid 
technology difficult and risky. 

•	 Grid Computing is a complex technology affecting the complete IT infrastruc-
ture of a company. Thus, the introduction of Grid Computing in a company 
is typically a long-term project and requires time until first results are visible. 
The introduction of Grid Computing might require standardization of physical 
resources. Even though Grids should inherently be able to deal with hetero-
geneity of available resources, higher heterogeneity of resources may require 
higher investments in terms of time and money and thus increase the risk of 
failure. 

The opportunities resulting from Grids and the risks and challenges associated with 
it need to be carefully compared and assessed in each particular case. 

It is important to consider that Grid Computing is not only changing the IT infra-
structure in a company, but has the potential to provide significant business value. 
As mentioned in chapter 1, increased agility, i.e. an organisation’s increased ability 
to respond and adjust quickly and efficiently to external market stimuli, is consid-
ered a key success factor for companies today. Existing IT infrastructure is consid-
ered to be a major obstacle to company agility. Prevailing IT infrastructure reflects 
the inflexible built-to-order structure: thousands of application silos, each with its 
own custom-configured hardware, and diverse and often incompatible assets that 
greatly limit a company’s flexibility and thus reduce time to market (Kaplan et 
al. 2004). According to NESSI-Grid (2006) and Boden (2004), what is therefore 
needed is an architecture that, in a similar way as the electricity grid, decouples 
the means of supporting the day-to-day operations of users from the underlying 
functional infrastructure that underpins them. This would also allow the business to 
reconfigure its operational strategy without necessarily amending its underlying IT 
systems. With the functionality described above, Grid Computing has the potential 
to provide the decoupling layer in companies. 

In conclusion, the biggest benefit of Grids is the increased potential for 
com panies to achieve new levels of innovation capabilities that can differentiate 
their business from competitors. Grid Computing enables implementing of new 
business processes and applications that companies would not be able to implement 
by using conventional information technology. Grid provides a virtual, resilient, 
responsive, flexible and cost effective infrastructure that fosters innovation and 
collaboration. 
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3.5 Classification of Grids

Grid Computing can be classified according to different criteria:

•	 Resources focused on
•	 Scope of resource sharing involved

3.5.1 Classification of Grids According to the Resource Focus

Even though the ultimate goal of Grid Computing is to provide sharing of any kind 
of resources, historically Grid middleware emerged with focus on specific kinds 
of resources. According to the resources focused on, the following types of Grid 
middleware can be distinguished (Baker et al. 2002, Quocirca 2003): 

•	 Compute Grids, focus on sharing of computing resources, i.e. CPU.
•	 Data Grids, focus on controlled storage, management and sharing of large-scale 

heterogeneous and distributed data 
•	 Application Grids, “are concerned with application management and providing 

access to remote software and libraries transparently” (Baker et al. 2002)
•	 Service Grids, result from the convergence of Grid and Service-oriented 

Computing and support the efficient sharing of services. 

These four different types of Grid Computing are converging into an overall generic 
Grid middleware with combined functionality. 

3.5.2 Classification of Grids According to Scope of Resource Sharing

Depending on the scope of resource sharing involved, the following Grid Computing 
approaches in companies can be distinguished:

•	 Cluster Grids
•	 Enterprise Grids
•	 Utility Grid Services
•	 Partner/Community Grids

These four different types of Company or Business Grids are explained in more 
detail below. 

3.5.2.1 Cluster Grids

Cluster Grids, or clusters, are a collection of co-located computers connected by a 
high-speed local area network and designed to be used as an integrated computing 
or data processing resource (see fig. 3.2). 
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Fig. 3.2: Typical Form of Cluster Grids 

A cluster is a homogeneous entity. Its components differ primarily in configuration, 
not basic architecture. Cluster Grids are local resources that operate inside the fire-
wall and are controlled by a single administrative entity that has complete control 
over each component (Foster and Kesselman 1998). Thus, clusters do actually not 
involve sharing of resources and cannot be considered as Grids in the narrow sense. 
However, they are usually starting points for building Grids and a first step towards 
Grid Computing. Cluster Grids improve compute and storage capacity within a 
company (see also Keating 2004).

Example
Life science companies typically have high demand for HPC, e.g. for the compute-
intensive gene analysis. These needs can be met by deploying a cluster. One 
example for the application of clusters in life sciences is the biotechnology company 
diaDexus (http://www.diadexus.com) that is focused on bringing genomic biomar-
kers to market as diagnostics. diaDexus replaced their large proprietary Symmetric 
MultiProcessing (SMP) machines with a Linux cluster (Keating 2004, Entrepreneur 
2003). The gen analysis programs were adopted to a cluster environment and then 
implemented on the cluster. Compared to the previous system, the new cluster solu-
tion helped diaDexus to “speed the rate of gene analysis for the development of 
future diagnostic products from weeks to hours, or by more than 20x” (Entrepreneur 
2003).
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3.5.2.2 Enterprise Grid

The term Enterprise Grid is used to refer to application of Grid Computing for 
sharing resources within the bounds of a single company (Goyal and Lawande 2005). 
All components of an Enterprise Grid operate inside the firewall of a company, but 
may be heterogeneous and physically distributed across multiple company locations 
or sites and may belong to different administrative domains (see fig. 3.3). 

Fig. 3.3: Example Enterprise Grid infrastructure 

With specific Enterprise Grid middleware, the available IT resources are virtualized 
and can be managed in a unified and central way. They can also be allocated to proc-
esses according to demand. 

According to NESSI-Grid (2006), commercially available solutions for 
Enterprise Grids feature policy-based scheduling of workload management on 
heterogeneous infrastructures made out of desktops, servers and clusters. These 
systems contain basic resource control and mechanisms for fault tolerance as well 
as analysis tools for performance and debugging. Due to the lack of standardization 
in this space, these solutions typically support a variety of de facto standards and 
translate them into a solution specific format. Finally, these solutions often contain 
their own billing and user management solutions, partially integrating with common 
security infrastructures prevalent in enterprises.

Example
One example of Enterprise Grids is the Grid of the pharmaceutical company 
Novartis. Novartis started a five-year initiative for creating an Enterprise Grid in 
2003 in order to support compute- and data-intensive research tasks, as for example 
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protein structure determination, which are part of the drug development process. 
Back in 2003, Novartis had about 65’000 desktop PCs (Salamone 2003). It was 
assumed that about 90% of the computing cycles of each PC were unused. At the 
same time, the needs for computing power at Novartis research were constantly 
increasing. In general, computing power is increasingly essential to drug develop-
ment. Pharmaceutical researchers rely on “in silico” experiments to explore drug 
actions, speed the development cycle, and reduce the need for expensive, robotic-
controlled physical experiments (Intel 2003). 

Novartis made Grid Computing a strategic part of its five-year plan for adding 
R&D computing resources. The goal was to link existing PCs into a Grid and share 
the unused computing cycles for compute-intensive research tasks. 

The building of the Novartis PC Enterprise Grid started with a pilot involving 
50 PCs in Basel, Switzerland. The 50 PCs were Grid-enabled and connected with a 
standard LAN in a star-like setting within a day of time. The PCs were Grid-enabled 
by installing a client agent on each machine that checks for idle compute cycles and 
donates them to the Grid while ensuring the Grid does not impact the work of the PC 
user (Intel 2003). The connection via simple LAN with a bandwidth of 100MBit/s 
was sufficient for tasks that are compute- but not data-intensive. The average size of 
computing tasks communicated to the Grid nodes was about 1 Mbyte (NZZ 2003). 
The Grid was controlled by monitoring software running on a dedicated server that 
managed the workflow, assigned tasks to the nodes and assembled the results. The 
results of the pilot exceeded expectations: within a week the Enterprise Grid of 
50 PCs provided 3.18 years of additional aggregate processing time (Intel 2003). 
Based on this encouraging result from the pilot, the Grid was quickly extended to 
include 2700 PCs located in Basel, Vienna (Austria) and Cambridge (USA) (Intel 
2003). The total computing power of the extended Novartis PC Grid reached up to 
5 Teraflops. At that time, this equalled the computing power of the European Centre 
for Medium-Range Weather Forecasts in Great Britain, which was ranked no. 15 on 
the official list of super computers in the world (NZZ 2003). 

The Novartis Enterprise Grid also illustrates how taking advantage of existing 
computing resources can deliver additional performance at a fraction of the cost 
for purchasing, deploying, and managing new systems. Instead of buying an HPC 
system, building another computer centre, and employing the people to support it, 
Novartis made an investment of roughly $400’000 in Grid software licenses and 
saved at least $2 million of investment that would have been necessary if new infra-
structure was bought in order to gain the same computing power (Intel 2003). 

The Novartis Enterprise Grid created business value by improving the innova-
tion power and competitiveness of the company. On the one hand, with the Grid 
it was possible to speed up time-to-market in the competitive drug development 
process. On the other hand, with the Grid it was possible to extend research activi-
ties and to perform research tasks that have not been possible before. For example, 
research that would take computation of six years on a single computer can be run 
on the Grid in 12 hours. The Novartis Enterprise Grid was leveraged also by other 
business functions, for example for advanced data mining by business analysts 
(Intel 2003). 
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3.5.2.3 Utility Grid

A Grid that is owned and deployed by a third party service provider is called a 
Utility Grid. The service being offered via a Utility Grid is utility computing, i.e. 
compute capacity and/or storage in a pay-per-use manner. A Utility Grid operates 
outside the firewall of the user (see fig. 3.4). 

Fig. 3.4: Utility Grid architecture

The user does not own the Utility Grid and does not have control over its operation. 
This means that the user company has to transmit data and computing requests to 
the Utility Grid and collect results also from it. Thus, by using Utility Grids, the 
security and privacy risks as well as concerns regarding reliability are increasing. 
This has strong impact on the decision whether to use a Utility Grid or not, or which 
data to expose to the Utility Grid and which data to keep behind the firewall. On 
the positive side, Utility Computing does not require upfront investment in IT infra-
structure and enables transformation of capital investment costs into variable costs. 
Utility Computing furthermore provides scalability and flexibility of IT resources 
on demand. 
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Example
The company Sun was among the first movers on the Utility Computing market. 
Sun launched the first version of the Sun Grid Compute Utility offering in March 
2006 (Schwartz 2006). Users were able to purchase computing capability on a 
pay-per-use basis for $1/CPU-hr. Since then Sun has constantly evolved its Utility 
computing offerings. For example, besides utility computing Sun currently also 
offers support for developers, who are implementing applications that are supposed 
to run on the Utility Grid (see also section 4.4.2.1 in chapter 4).

The Sun Grid Compute Utility has been used by organizations from communi-
cations, technology and life sciences industries, e.g. chipmaker Advanced Micro 
Devices or genomics R&D group Applied Biosystems (Sun 2009e). Using the Sun 
Grid Compute Utility, Applied Biosystems (Life Sciences) was able to perform the 
compute-intensive data research to develop millions of new genomic assays in a 
matter of days rather than months. In addition, because the company only had to 
purchase the number of hours required, at a rate of $1 per CPU hour, it avoided an 
investment in infrastructure that would have cost the company hundreds of thou-
sands of dollars. 

 Another example for a successful use of Utility Computing that involves not 
only computing services, but a combination of computing and application services 
is the cooperation of the film studio DreamWorks and HP. HP Labs provided a utility 
rendering service using a 1’000-processor data centre that was used by DreamWorks 
as a scalable, off-site rendering capacity for the production of high-quality film 
animation. The connection between HP Lab’s data centre and DreamWorks’ studio 
20 miles away was established via a secure fibre optic link (HP Labs 2004). The 
data centre of HP Labs became a remote extension of DreamWorks’ IT infrastruc-
ture. It provided additional compute capacity required for peak periods in the movie 
production process. 

Organizations can benefit from utility computing offerings like the Sun Grid 
Compute Utility or HP Labs’ utility rendering service in a twofold way. First, they 
can handle compute tasks that exceed the capacity of their own infrastructure, e.g. in 
peak times or for specific projects, or drastically reduce processing time of compute-
intensive tasks, e.g. for complex simulations or analyses. Second, they do not need 
to make additional infrastructure investments. However, it has to be noted that these 
advantages come together with higher security, privacy and operational risks.

3.5.2.4 Partner/Community Grids

The idea of Partner or Community Grids originated from eScience. Many research 
endeavours, in particular in natural sciences (see for instance the example of CERN 
in chapter 1), require joint research efforts from scientists and sharing of infra-
structures of research institutions from all over the world. The cooperation usually 
results in a Virtual Organization (VO) within which resource sharing takes place. 
Today, the need for cooperation is increasing in the business world too. Due to 
globalization, companies are more and more involved in global supply chains and 
the success of a company increasingly depends also on the efficient collaboration 
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within them. Increased need for efficient collaboration is also necessary in other 
business processes, for example collaborative product design, collaborative online 
sites and similar. Ad hoc, fast and efficient collaboration is often impeded by hetero-
geneous and inflexible IT infrastructures that hinder efficient exchange of data and 
deployment of inter-company processes. 

Partner or Community Grids are a specific type of Grids that can provide support 
for the establishment of a VO based on IT resource sharing among collaborating 
entities. Even though Partner and Community Grids have similar functionalities, 
they might support different types of VOs: Partner Grids are rather established in 
business context among companies or universities with common goals and defined 
resource sharing policies and relationships. Community Grids are rather based 
on donation of resources mostly from private persons. A well-known example of 
a Community Grid is SETI@HOME (see also the more detailed description in 
chapter 1). 

Partner and Community Grids are enabled by specific Grid middleware, which 
has the following main functionalities (for a more detailed overview of functionali-
ties necessary to support VOs see chapter 12): 

•	 Virtualization and exposure of IT resources of each participating company to 
the VO.

•	 Support for enforcement of resource sharing policies.
•	 Coordination of the execution of common processes and workflows. This in 

particular involves allocation of shared resources to common tasks. 
•	 Support for enforcement of individual and common security and privacy poli-

cies. 
•	 Support for monitoring of the shared resources.
•	 Support for metering the usage of the common and shared resources and if 

required support for authentication, accounting and payment procedures. 
•	 Optional support for access through browser over a portal interface. 

In a Partner/Community Grid each participating partner provides a certain part of 
its infrastructure for sharing and either defines the rules under which the resources 
can be used by other partners or accepts the community rules for resource dona-
tion. Each participating partner provides access to its IT resources to its partners 
and gets access to partners’ infrastructure. Common resources (for example results 
of common activities) are shared on one of the partners’ sites or on external infra-
structure. 

The architecture of a Partner/Community Grid can be viewed as a collection 
of independent resources (for example Cluster Grids or other resources) intercon-
nected through a global Grid middleware, and accessible, optionally, through a 
portal interface (see fig. 3.5). 
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Fig. 3.5: Example of a Partner Grid

The underlying hardware and operating platforms of a Partner/Community Grid 
can be heterogeneous. While the Cluster Grid of one VO member may be Linux/
Intel-based, another VO member’s Cluster Grid may be built from a combination of 
large symmetric memory Sun servers and storage/backup. This heterogeneity can 
be accommodated by a global Grid middleware. The infrastructure of a company 
shared in a VO is virtually melted together with the infrastructure shared by its part-
ners. The own infrastructure is opened for common use and therefore security and 
trust are important considerations. A VO also requires a certain central control, for 
example for monitoring and allocation of tasks. The management of a VO is either 
done by a VO member, e.g. the one providing the most resources or having the busi-
ness lead, or by a third party.

Examples
Currently, Partner or Community Grids are mainly used in scientific research. For 
example, the White Rose Grid (http://www.wrgrid.org.uk/), based in Yorkshire 
(UK), is a VO comprising the Universities of Leeds, York and Sheffield (WRG 
2009). There are four significant compute resources (Cluster Grids) each named 
after a white rose. The goal of the White Rose Grid is to support collaborative 
efforts within eScience research at the involved universities. Two Cluster Grids are 
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sited at Leeds (Maxima and Snowdon) and one each at York (Pascali) and Sheffield 
(Titania). The connecting middleware provides support for metering the usage 
of the shared resources, for priority scheduling of jobs submitted to the Grid, for 
monitoring if agreed deadlines for job completion are respected, and other func-
tionalities. Each participating university has allocated 25% of their node’s compute 
resource for White Rose Grid users. The remaining 75% share can be allocated as 
required across the local academic groups and departments. Users across the three 
universities are of two types: local users who have access only to the local facility 
and White Rose Grid users who are allowed access to any node in the Grid. Another 
example for a VO in a business environment is described in chapter 11 of this book. 
Moreover, chapter 12 presents a generic platform for hosting and establishment of 
VOs.

A well-known example for a Community Grid is the already mentioned and 
described SETI@HOME Grid. 

3.5.2.5 Towards Open Global Grids

The different types of Grids described above also illustrate the evolution of Business 
Grids (see fig. 3.6). 

Fig. 3.6: The Evolution of Business Grids (adapted from Weisbecker et al. 2008)

The existence of one type of Grid is the prerequisite for a subsequent type. For 
example, Cluster Grids are usually components of an Enterprise Grid. A company 
can extend its IT infrastructure and obtain additional resources either from a third 
party (Utility Grid) or by participating and sharing resources in a VO. In general, the 
evolution of Business Grids is characterized by increasing openness and increasing 
scope of resource sharing across organizations. Requirements in terms of secu-
rity, privacy, reliability, scalability and flexibility become more important as the 
openness of the Grid towards external resources increases. The evolutionary path 
of Business Grids also shows that different degrees of maturity of the company 
infrastructure and experiences are needed. Each higher level can only be achieved 
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if the previous level has been experienced already. Thus, the introduction of Grid 
Computing in companies is a long and evolving process. 

First success of Partner/Community Grids inspired further vision in the evolu-
tion of Business Grids: Open Global Grids. Open Global Grids are considered to 
be independent platforms, i.e. a global interconnection of multiple, heterogeneous 
Grids, composed of infrastructure, middleware and applications as well as based on 
a service-oriented infrastructure (see also Next Generation GRIDs Expert Group 
(2006). Such a Grid infrastructure can be used by any organization simply by 
connecting to it in a plug-and-play manner, i.e. no configuration is required and the 
Open Global Grid can be used right upon the connection is established. 

3.6 New Trends in Grid Computing

Since broader awareness for Grid Computing in eScience and industry started in 
the mid 1990s, Grid Computing concepts have evolved, matured and have been 
influenced by other IT phenomena prevailing in the same time. In particular, the 
following three developments influenced the current concepts of Grid Computing:

•	 Service-oriented Computing
•	 Software-as-as-Service (SaaS)
•	 Cloud Computing

All three phenomena and their impact on Cloud Computing are described in more 
detail below. 

3.6.1 Convergence of Grid and Service-oriented Computing

Service-oriented Computing (SOC) is a new computing paradigm that developed 
in parallel to Grid Computing. It was motivated and driven by developments and 
needs in eBusiness for easy and efficient integration of application within and 
across companies (Foster at al. 2002). According to Papazoglou et al. (2006), SOC 
is defined as follows: 

“Service-oriented Computing (SOC) is a new computing paradigm that utilizes services 
as the basic construct to support the development of rapid, low-cost and easy composition 
of distributed applications even in heterogeneous environments. The visionary promise 
of Service-Oriented Computing is a world of cooperating services where application 
components are assembled with a little effort into a network of services that can be loosely 
coupled to create flexible dynamic business processes and agile applications that may span 
organisations and computing platforms.” (Papazoglou et al. 2006)

Basic building components of SOC are services, which are autonomous, platform-
independent computational entities that can be “…described, published, discovered, 
and loosely coupled in novel ways” (Papazoglou et al. 2007). Up till now the most 
mature and also most interesting services from the perspective of Grid Computing 
are Web Services. Web Services use the Internet as the communication medium and 
are defined based on open Internet-based standards (Papazoglou et al. 2007). The 
relevant standards for Web Services are:
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•	 Simple Object Access Protocol (SOAP) – the standard for transmitting data
•	 Web Service Description Language (WSDL) – the standard for unified descrip-

tion of services
•	 Universal Description Discovery and Integration (UDDI) – is a platform-inde-

pendent, based registry for services. 

All Web Services standards are Extensible Markup Language (XML)-based, 
which is machine readable and enables service to service communication. Based 
on the core standards listed above, further standards were developed that support 
the description of more complex constructs that are based on Web Services. One 
example of such a standard is the Business Process Execution Language for Web 
Services (BPL4WS) (Papazoglou et al. 2007). 

The definitions above show that SOC has similarities with Grid Computing, 
i.e. what the Grid Computing vision is with regards to sharing and interopera-
bility on the hardware level is the vision of SOC on the software and application 
level. Another commonality among the two concepts is the notion of services. As 
described in section 3.3, the Grid Computing architecture consists of protocols, i.e. 
services necessary to enable description and sharing of available physical resources. 
A convergence of the SOC and Grid Computing paradigms offers several opportu-
nities: 

•	 By applying the Web Service standards, Grid protocols and services can be 
encapsulated and described in a standardized manner (see fig. 3.7). At the same 
time existing technology for Web Service discovery, combination and execution 
might be applied.

Fig. 3.7: Enhancement of the generic Grid architecture with Service-oriented Computing 
(adapted from Foster et al. 2008)

•	 Once the complementary paradigms, Grid Computing and SOC are based on the 
same standard, their combination becomes possible. This means that not only 
hardware and system resources become sharable, but also applications running 
on them. 

Application

Collective

Resource

Connectivity

Fabric

Service

Service

Service

Service



Katarina Stanoevska-Slabeva, Thomas Wozniak42

In 2002, the Globus project and IBM initiated a development effort to align Grid 
Computing with Web Services and the SOC paradigm (Talia 2002). Out of this 
initiative, the Open Grid Service Architecture (OGSA) was developed. According 
to Foster et al. (2002), the OGSA is an extensible set of services which are provided 
by Grids. In more detail:

“Building on concepts and technologies from both the Grid and Web Services communities, 
OGSA defines a uniform exposed service semantics (the Grid Service); defines standard 
mechanisms for creating, naming, and discovering transient Grid service instances; 
provides location transparency and multiple protocol bindings for service instances; and 
supports integration with underlying native platform facilities.” (Foster et al. 2002) 

The Open Grid Service Architecture is a layered architecture with clear separation 
of the functionalities of each layer (see fig. 3.8). Core layers are OGSI – Open Grid 
Service Infrastructure and OGSA platform services. The platform services estab-
lish a set of standard services including policy, logging, service level management, 
and other networking services. The core elements of OGSA are Grid Services, i.e. 
Grid-related Web Services that provide a set of well-defined interfaces and follow 
specific conventions (Talia 2002).

Fig. 3.8: Overview of the OGSA Architecture

The convergence of Grid Computing with Service-oriented Computing means that 
Grid functionality is provided in form of services. The application of the service-
oriented computing paradigm to Grid Computing has several advantages: First of 
all, it brings Grid in line with technologies currently adopted on a broad scale by 
companies. In addition, the service-oriented Grid paradigm offers the potential 
to provide a fine-grained virtualization of the available resources to significantly 
increase the versatility of a Grid (Smith et al. 2006). It also provides a binding 
element among Grid specific services on the hardware level and application serv-
ices. 
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3.6.2 Convergence of Grid Computing and Software-as-a-Service

Another important paradigm that is gaining momentum together with Grid 
Computing and SOC is the Software-as-a-Service (SaaS) paradigm. The term SaaS 
denotes software that is owned, delivered and managed remotely by one or more 
independent software providers and that is offered on a pay-per-use basis (see also 
Mertz 2007, Wohl 2008). SaaS is consumed over communication networks (typi-
cally the Internet) and can be accessed by the user either via a Web browser or by 
directly accessing the application programming interfaces (APIs). 

The SaaS concept means substantial changes in the way how software is devel-
oped and consumed. Traditional software or packaged software is developed to run 
on the end users’ computers. Thus, for running packaged software, the user also has 
to provide the required infrastructure, which can result in additional investments. 
Further, qualified staff that is capable of providing maintenance and support for the 
software and hardware is needed. By buying a software license, a user is granted 
the right to use the software. Typical licenses for traditional software are: licences 
for usage per time (e.g. one year), licences to use the software for a certain time 
and number of computers (e.g. one year and maximum six computers), licences for 
a certain period of time and per number of users (e.g. one year and maximum six 
people) and similar. In addition, SaaS is provided on a pay-per-use basis. The user 
pays for the functionality of the software only for the time and intensity of each 
specific usage. The user does not own the software and does not have to bother with 
investing in infrastructure for running the software on and in staff required for main-
taining the software. The price-per-use includes a share for the infrastructure and for 
licenses (see also Stanoevska-Slabeva et al. 2008). 

SaaS is not a new phenomenon. The idea of sharing software, i.e. remote access 
to software by several users, has been a vision since the very beginning of distributed 
computing in companies. At that time, it was called “time sharing” of software that 
runs on a remote server and is used by several users over a private network (Wohl 
2008). The next impulse for further evolution of providing applications as a service 
came with the establishment of the Internet as the main communication medium. 
In 1998, the term “Application Service Provisioning (ASP)” was introduced by 
(Heart and Pliskin 2001). ASP evolved from IT outsourcing and is based on the idea 
that a web-enabled application can be provided online through IP-based telecom 
infrastructure (Xu and Seltsikas 2002) by a central application service provider 
(Mittilä and Lehtinen 2005). At the beginning, the ASP model was a typical one-to-
many delivery model, which means that the application is operated in a centralized 
manner by the ASP and is offered in the same form to many customers. The main 
advantages under which the ASP business model was propagated to customers are: 
cost savings and no need for developing and maintaining own infrastructure and 
skills. Even though ASP was considered as one very promising business model in 
the late 1990s, it did not take up on the market and its adoption has been very slow 
(Desai and Currie 2003). One major reason for the failure of ASP was the inability 
of early application service providers to offer customized services. The application 
was provided in the same form for any customer. There was little possibility for 
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customization. Due to the early stage of development of Internet and Web tech-
nology, application service providers were not able to scale flexibly and to provide 
reliable and robust services. Further reasons for the failure of ASP have been: the 
centralized approach for computing, which requires the sending of input and output 
data, and the general lack of trust in the ASP paradigm (Xu and Seltsikas 2002, 
Desai and Currie 2003, Mittilä and Lehtinen 2005). 

At present, Grid Computing and ASP are converging towards SaaS. The acronym 
SaaS is reported to have been coined in the white paper “Strategic Backgrounder: 
Software as a Service” published by the Software & Information Industry’s (SIIA) 
eBusiness Division in 2001 (SIIA 2001, Wikipedia 2009c) and denotes a new evolu-
tionary step in delivering of software as a service based on Web Services and Grid 
technology. 

The convergence of Web Services and Grid Computing technology provides 
new opportunities to solve the ASP delivery problems (Xu and Seltsikas 2002, 
Mittilä and Lehtinen 2005). Web Services enable the modularization of applications 
in several services that can be combined and customized by users. Grid technology 
has the potential to provide the necessary flexibility and scalability on the infra-
structure side of SaaS offerings. As already described in the previous sections, Grid 
Computing bundles heterogeneous pools of computing resources, storage systems 
and networks into a virtualized system that appears to applications as one single, but 
at the same time scalable and flexible computing entity. The applications deployed 
on a Grid are flexible and scalable and can be offered in modularized manner. With 
the help of Grid, the ASP business model is evolving from one-to many to a many-
to-many model, where several service offerings are bundled and can flexibly be 
obtained by the user (Desai and Currie 2003). 

Another converging tendency between Grid Computing and software applica-
tions is the shift towards Grid-enabled applications. The term Grid-enabled appli-
cation is used to denote software applications, usually offered on the market as 
pre-packaged software, that are extended in a way that they can run in a distributed 
manner in a Grid environment. To Grid-enable a pre-packaged software product 
therefore means that a previously pre-packaged centralized application is enabled 
to run either on a distributed Grid infrastructure or to be offered as an online service 
based on the Software as a Service (SaaS) paradigm (see also Sanjeepan et al. 2005).

3.6.3 The Evolution Towards Cloud Computing

The previous two sections have sketched the current trends in computing. Grid 
Computing as technology is maturing. With Grid Computing the integration of 
heterogeneous physical resources into one virtualized and centrally accessible 
computing unit has become possible. Based on the convergence with SOC, Grid 
Computing is offered in form of Grid services that can flexibly be used by applica-
tion developers that would like to deploy their application on a Grid Infrastructure. 
Maturing Grid technology is enabling new business models of utility computing, i.e. 
providing computing power on demand on a pay-per-use basis. While the develop-
ments in Grid technology are basically pushed by hardware and system software 
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providers as Sun and IBM, at the same time there is an evolution in the software 
industry towards SaaS pushed by software vendors as for example Microsoft and 
SAP. Both developments – Utility Computing and SaaS – illustrate the increasing 
trend towards external deployment and sourcing of computing and applications. 

What is the next step in the evolution of computing as a service (see fig. 3.9)?

Fig. 3.9: The Evolution to Cloud Computing (adapted from IBM 2009)

Utility computing and SaaS are two complementary trends: utility computing can 
only be successful on the market if a critical mass of applications is able to run on it. 
SaaS needs a flexible, scalable and easily accessible infrastructure on which it can 
run. Thus, in order to meet market demand, the next natural step in evolution is the 
integration of these two trends into a new holistic approach that offers the following 
functionality:

•	 Scalable, flexible, robust and reliably physical infrastructure
•	 Platform services that enable programming access to physical infrastructure 

through abstract interfaces
•	  SaaS developed, deployed and running on a flexible and scalable physical infra-

structure

All this is emerging in new online platforms referred to as Clouds and Cloud 
Computing. Cloud Computing is resulting from the convergence of Grid Computing, 
Utility Computing and SaaS, and essentially represents the increasing trend towards 
the external deployment of IT resources, such as computational power, storage or 
business applications, and obtaining them as services. It has the potential to disrup-
tively change the X-as-a-Service products and markets and will be explained in 
more detail in the next chapter. 
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4 Cloud Basics – An Introduction to Cloud Computing

Katarina Stanoevska-Slabeva, Thomas Wozniak

4.1 Introduction

Cloud Computing has attracted a lot of attention in recent times. The media as well 
as analysts are generally very positive about the opportunities Cloud Computing 
is offering. In May 2008, Merrill Lynch (2008) estimated the cost advantages of 
Cloud Computing to be three to five times for business applications and more than 
five times for consumer applications. According to a Gartner press release from 
June 2008, Cloud Computing will be “no less influential than e-business” (Gartner 
2008a). 

The positive attitude towards the importance and influence of Cloud Computing 
resulted in optimistic Cloud-related market forecasts. In October 2008, IDC (2008b) 
forecasted an almost threefold growth of spending on Cloud services until 2012, 
reaching $42 billion. Same analyst firm reported that the cost advantage associated 
with the Cloud model becomes even more attractive in the economic downturn (IDC 
2008b). Positive market prospects are also driven by the expectation that Cloud 
Computing might become the fundamental approach towards Green IT.

Despite of the broad coverage of Cloud Computing in commercial press, there is 
still no common agreement on what exactly Cloud Computing is and how it relates 
to Grid Computing. To gain an understanding of what Cloud Computing is, we first 
look at several existing definitions of the term. Based on those definitions, we iden-
tify key characteristics of Cloud Computing. Then we describe the common archi-
tecture and components of Clouds in detail, discuss opportunities and challenges 
of Cloud Computing, and provide a classification of Clouds. Finally, we make a 
comparison between Grid Computing and Cloud Computing.

4.2 Cloud Definitions

The term Cloud Computing has been defined in many ways by analyst firms, 
academics, industry practitioners, and IT companies. Table 4.1 shows how selected 
analyst firms define or describe Cloud Computing. 
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Table 4.1: Cloud Computing definitions by selected analyst firms

Source Definition

Gartner “a style of computing in which massively scalable IT-related capabilities 
are provided “as a service” using Internet technologies to multiple external 
customers” (Gartner 2008b)

IDC “an emerging IT development, deployment and delivery model, enabling real-
time delivery of products, services and solutions over the Internet (i.e., enabling 
cloud services)” (Gens 2008)

The 451 Group “a service model that combines a general organizing principle for IT delivery, 
infrastructure components, an architectural approach and an economic model 
– basically, a confluence of grid computing, virtualization, utility computing, 
hosting and software as a service (SaaS)” (Fellows 2008)

Merrill Lynch “the idea of delivering personal (e.g., email, word processing, presentations.) 
and business productivity applications (e.g., sales force automation, customer 
service, accounting) from centralized servers” (Merrill Lynch 2008)

All these definitions have a common characteristic: they try to describe and define 
Cloud Computing from the perspective of the end users and their focus is on how 
it might be experienced by them. According to these definitions, core feature of 
Cloud Computing is the provision of IT infrastructure and applications as a service 
in a scalable way.

The definition of Cloud Computing has been subject of debate also in the scien-
tific community. Similar to the commercial press, there are different opinions about 
what Cloud Computing is and which features distinguish a Cloud. Compared to the 
definitions from the commercial press, the definitions in scientific literature include 
not only the end user perspective, but also architectural aspects. For example, 
Berkeley RAD Lab define Cloud Computing as follows: 

“Cloud Computing refers to both the applications delivered as services over the Internet 
and the hardware and systems software in the datacenters that provide those services. 
The services themselves have long been referred to as Software as a Service (SaaS). The 
datacenter hardware and software is what we will call a Cloud. When a Cloud is made 
available in a pay-as-you-go manner to the general public, we call it a Public Cloud; the 
service being sold is Utility Computing. We use the term Private Cloud to refer to internal 
datacenters of a business or other organization, not made available to the general public. 
Thus, Cloud Computing is the sum of SaaS and Utility Computing, but does not include 
Private Clouds. People can be users or providers of SaaS, or users or providers of Utility 
Computing.” (Armbrust et al. 2009)

This definition unites different perspectives on a Cloud: from the perspective of a 
provider, the major Cloud component is the data centre. The data centre contains 
the raw hardware resources for computing and storage, which together with 
software  are offered in a pay-as-you-go manner. From the perspective of their 
purpose, Clouds are classified into private and public. Independent of the purpose 
of Clouds, one most important characteristic of Clouds is the integration of hard-
ware and system software with applications, i.e. integration of utility computing 
and SaaS. 
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Also Reese (2009) notes a Cloud can be both software and infrastructure, and 
stresses the way how Cloud services might be consumed: 

“The [Cloud] service is accessible via a web browser (nonproprietary) or web services 
API.; Zero capital expenditure is necessary to get started.; You pay only for what you use 
as you use it.”

Foster et al. (2008) define Cloud Computing as 

“[a] large-scale distributed computing paradigm that is driven by economies of scale, in 
which a pool of abstracted, virtualized, dynamically-scalable, managed computing power, 
storage, platforms, and services are delivered on demand to external customers over the 
Internet.”

Two important aspects added by the definition of Foster et al. (2008) are virtu-
alization and scalability. Cloud Computing abstracts from the underlying hardware 
and system software through virtualization. The virtualized resources are provided 
through a defined abstracting interface (an Application Programming Interface 
(API) or a service). Thus, at the raw hardware level, resources can be added or 
withdrawn according to demand posted through the interface, while the interface to 
the user is not changing. This architecture enables scalability and flexibility on the 
physical layer of a Cloud without impact on the interface to the end user.

Finally, Vaquero et al. (2008) analysed no less than 22 definitions of Cloud 
Computing, all proposed in 2008. Based on that analysis, Vaquero et al. (2008) 
propose the following definition which aims to reflect how Cloud Computing is 
currently conceived: 

“Clouds are a large pool of easily usable and accessible virtualized resources (such as 
hardware, development platforms and/or services). These resources can be dynamically 
reconfigured to adjust to a variable load (scale), allowing also for an optimum resource 
utilization. This pool of resources is typically exploited by a pay-per-use model in which 
guarantees are offered by the Infrastructure Provider by means of customized SLAs.”

Further, Vaquero et al. (2008) summarized scalability, pay-per-use utility model and 
virtualization as the feature set that would most closely resemble a minimum defini-
tion of Clouds. However, while the definition of Vaquero et al. (2008) summarizes 
other definitions with respect to the physical layer very well, it does not stress the 
integration of hardware with Software-as-a-Service in sufficient manner. 

All definitions illustrate that Cloud Computing is a phenomenon that comprises 
a number of aspects and is related to a new paradigm of IT (hardware and applica-
tions) delivery and deployment. Generally, Cloud Computing concerns the delivery 
of IT capabilities to external customers, or, from the perspective of a user, obtaining 
IT capabilities from an external provider, as a service in a pay-per-use manner and 
over the Internet. Further, scalability and virtualization are very often seen as key 
characteristics of Cloud Computing (e.g. Foster et al. 2008, Sun 2009a, Vaquero 
et al. 2009). Scalability refers to a dynamic adjustment of provisioned IT resources 
to variable load, e.g. increasing or decreasing number of users, required storage 
capacity or processing power. Virtualization, which is also regarded as the corner-
stone technology for all Cloud architectures (e.g. Sun 2009), is mainly used for 
abstraction and encapsulation (Foster et al. 2008). Abstraction allows unifying 
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raw compute, storage, and network resources as a pool of resources and building 
resource overlays such as data storage services on top of them (Foster et al. 2008). 
Encapsulation of applications ultimately improves security, manageability, and 
isolation (Foster et al. 2008). Another important feature of Clouds is the integration 
of hardware and system software with applications. Both the hardware and systems 
software, or infrastructure, and the applications are offered as a service in an inte-
grated manner. 

Based on the findings of the definition analysis, a summary of the defining 
features of Cloud Computing, as they will be applied to guide further discussions in 
this book, is provided below and in figure 4.1: 

•	 Cloud Computing is a new computing paradigm.
•	 Infrastructure resources (hardware, storage and system software) and applica-

tions are provided in a X-as-a-Service manner. When these services are offered 
by an independent provider or to external customers, Cloud Computing is based 
on pay-per-use business models. 

•	 Main features of Clouds are virtualization and dynamic scalability on demand.
•	 Utility computing and SaaS are provided in an integrated manner, even though 

utility computing might be consumed separately.
•	 Cloud services are consumed either via Web browser or via a defined API.

Fig. 4.1: Defining features of Cloud Computing
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4.3 Architecture and Components of Clouds 

In this section, we first provide an overview of concepts regarding the structure and 
components of Clouds. Then, we describe the most cited three-layer architectural 
concept for Clouds in detail. 

4.3.1 Overview of Existing Concepts for Cloud Structures and Components

It is possible to find a number of concepts for Cloud structures in literature. At 
first sight, these classifications appear to differ from each other to varying extent. 
Eventually, however, they classify and describe the same phenomenon and share a 
common denominator.

Menken (2008) provides a very detailed concept consisting of 7 major compo-
nents of Cloud Computing, namely application, client, infrastructure, platform, 
service, storage, and processing power. Miller (2008) looks at “different ways a 
company can use cloud computing to develop its own business applications”, 
and distinguishes four types of Cloud service development, namely Software as 
a Service, Platform as a Service, Web Services, and On-Demand Computing. 
On-Demand Computing, as Miller (2008) notes, is also referred to as utility 
computing. Youseff et al. (2008) distinguish five layers of Cloud Computing: Cloud 
application, Cloud software environment, Cloud software infrastructure, software 
kernel, and firmware/hardware. 

Forrester Research relate the components of Clouds to markets and distinguish 
five Cloud services markets. Two of them, Web-based services and SaaS offerings, 
are reported to be known markets that are delivered from the Cloud, whereas three 
cloud-infrastructure-as-a-service markets are new: app-components-as-a-service, 
software-platform-as-a-service, and virtual-infrastructure-as-a-service (Gilles et 
al. 2008). Finally, Reese (2009) considers SaaS as the term for “software in the 
cloud” and distinguishes four Cloud Infrastructure Models, namely Platform as a 
Service, Infrastructure as a Service, Private Clouds, and a fourth model representing 
all aspects of the previous Cloud infrastructure models.

All of the concepts above are very detailed and are influenced by the specific 
perspective on Clouds the respective authors take. Some of the concepts also involve 
aspects as Private Clouds and have different levels of detail for components that 
make up one logical entity. Given this, the concepts above do not provide a suffi-
ciently generic description of a Cloud structure and its components. The concept 
most commonly used to describe a generic structure and components of Clouds is a 
3-layered concept, which will be described in more detail in the next section. 

4.3.2 The Three Layers of Cloud Computing

The definitions provided in section 4.2 already show that Cloud Computing comprises 
different IT capabilities, namely infrastructure, platforms and software. This may 
also be referred to as different ‘shapes’, ‘segments’, ‘styles’, ‘types’, ‘levels’ or 
‘layers’ of Cloud Computing. Instead of speaking of different ‘capabilities’, 
thinking of it as different ‘layers’ makes much more sense because infrastructure, 
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platforms and software build subsequently upon the forerunning level and are logi-
cally connected as different layers of a Cloud architecture. Regardless of which term 
used, this threefold classification of Cloud Computing has become commonplace 
(Eymann 2008, Merrill Lynch 2008, O’Reilly 2008, RightScale 2008, Sun 2009a, 
Vaquero et al. 2008). 

As the delivery of IT resources or capabilities as a service is an important char-
acteristic of Cloud Computing, the three architectural layers of Cloud Computing 
are (see also fig. 4.2):

1. Infrastructure as a Service (IaaS)
2. Platform as a Service (PaaS)
3. Software as a Service (SaaS)

Fig. 4.2: The 3 layers of Cloud Computing: SaaS, PaaS, and IaaS

In the following subsections, we describe the three layers of Cloud Computing IaaS, 
PaaS and SaaS and how they are logically connected to each other.

4.3.2.1 Infrastructure as a Service (IaaS)

IaaS offerings are computing resources such as processing or storage which can be 
obtained as a service. Examples are Amazon Web Services with its Elastic Compute 
Cloud (EC2) for processing and Simple Storage Service (S3) for storage and Joyent 
who provide a highly scalable on-demand infrastructure for running Web sites and 
rich Web applications (Sun 2009a). PaaS and SaaS providers can draw upon IaaS 
offerings based on standardized interfaces. Instead of selling raw hardware infra-
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et al. (2008) denote the level of raw hardware resources, such as compute, storage 
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and network resources, as the fabric layer. Typically by virtualization, hardware 
level resources are abstracted and encapsulated and can thus be exposed to upper 
layer and end users through a standardized interface as unified resources (Foster et 
al. 2008) in the form of IaaS (see figure 4.3).

Fig. 4.3: Cloud Architecture related to Cloud services (adapted from Foster et al. 2008)
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As a consequence of the requirement for an easy and abstracted access to the 
physical layer of a Cloud, virtualization of the physical layer and programming plat-
forms for developers emerged as major features of Clouds. 

4.3.2.2 Platform as a Service (PaaS)

Platforms are an abstraction layer between the software applications (SaaS) and 
the virtualized infrastructure (IaaS). PaaS offerings are targeted at software devel-
opers. Developers can write their applications according to the specifications of a 
particular platform without needing to worry about the underlying hardware infra-
structure (IaaS). Developers upload their application code to a platform, which 
then typically manages the automatic upscaling when the usage of the application 
grows (RightScale 2008). PaaS offerings can cover all phases of software develop-
ment or may be specialized around a specific area like content management (Sun 
2009a). Examples are the Google App Engine, which allows applications to be run 
on Google’s infrastructure, and Salesforce’s Force.com platform. The PaaS layer 
of a Cloud relies on the standardized interface of the IaaS layer that virtualizes the 
access to the available resources and it provides standardized interfaces and a devel-
opment platform for the SaaS layer. 

4.3.2.3 Software as a Service (SaaS)

As explained in section 3.6.2 in chapter 3, SaaS is software that is owned, delivered 
and managed remotely by one or more providers and that is offered in a pay-per-use 
manner (see also Mertz 2007). SaaS is the most visible layer of Cloud Computing 
for end-users, because it is about the actual software applications that are accessed 
and used. 

From the perspective of the user, obtaining software as a service is mainly moti-
vated by cost advantages due to the utility-based payment model, i.e. no up-front 
infrastructure investment. Well known examples for SaaS offerings are Salesforce.
com and Google Apps such as Google Mail and Google Docs and Spreadsheets.

The typical user of a SaaS offering usually has neither knowledge nor control 
about the underlying infrastructure (Eymann 2008), be it the software platform 
which the SaaS offering is based on (PaaS) or the actual hardware infrastructure 
(IaaS). However, these layers are very relevant for the SaaS provider because they 
are necessary and can be outsourced. For example, a SaaS application can be devel-
oped on an existing platform and run on infrastructure of a third party. Obtaining 
platforms as well as infrastructure as a service is attractive for SaaS providers as it 
can alleviate them from heavy license or infrastructure investment costs and keeps 
them flexible. It also allows them to focus on their core competencies. This is similar 
to the benefits that motivate SaaS users to obtain software as a service. 

According to market analysts, the growing openness of companies for SaaS 
and the high pressure to reduce IT costs are major drivers for a high demand and 
growth of SaaS, and by that also for Cloud Computing, in the next years. In August 
2007, analyst firm Gartner forecasted an average annual growth rate of worldwide 
SaaS revenue for enterprise application software of 22.1% through 2011, reaching a 
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volume of $11.5 billion (Mertz et al. 2007). Analyst firm IDC estimates the growth 
rate of SaaS revenue to be 31% in 2009, which is more than four times of the total 
software market’s growth rate (IDC 2008c). In October 2008, Gartner updated the 
estimates stating world wide SaaS revenue for enterprise application software is 
expected to more than double by 2012, reaching $14.5 billion (Gartner 2008c). 

4.4 Opportunities and Challenges of Cloud Computing

As described in previous sections, Cloud Computing concerns the delivery of IT 
capabilities as a service on three levels: infrastructure (IaaS), platforms (PaaS), 
and software (SaaS). By providing interfaces on all three levels, Clouds address 
different types of customers:

•	 End consumers, who mainly use the services of the SaaS layer over a Web 
browser and basic offerings of the IaaS layer as for example storage for data 
resulting from the usage of the SaaS layer.

•	 Business customers that might access all three layers: the IaaS layer in order to 
enhance the own infrastructure with additional resources on demand, the PaaS 
layer in order to be able to run own applications in a Cloud and eventually 
the SaaS layer in order to take advantage of available applications offered as a 
service.

•	 Developers and Independent Software Vendors (ISVs) that develop applications 
that are supposed to be offered over the SaaS layer of a Cloud. Typically, they 
directly access the PaaS layer, and through the PaaS layer indirectly access the 
IaaS layer, and are present on the SaaS layer with their application. 

In general, for all different kinds of Cloud customers, a Cloud offers the major 
opportunities known for X-as-a-Service offerings. From the perspective of the user, 
the utility-based payment model is considered as one of the main benefits of Cloud 
Computing. There is no need for up-front infrastructure investment: investment in 
software licenses and no risk of unused but paid software licenses, and investment in 
hardware infrastructure and related maintenance and staff. Thus, capital expenditure 
is turned into operational expenditure. Users of a Cloud service only use the volume 
of IT resources they actually need, and only pay for the volume of IT resources they 
actually use. At the same time, they take advantage of the scalability and flexibility 
of a Cloud. Cloud Computing enables easy and fast scaling of required computing 
resources on demand. 

However, Cloud Computing has also several disadvantages: Clouds serve many 
different customers. Thus, users of a Cloud service do not know who else’s job 
is running on the same server as their own ones (Sun 2009a). A typical Cloud is 
outside a company’s or other organization’s firewall. While this may not play a 
major role for consumers, it can have significant impact on a company’s decision 
to move use Cloud Services. The major risks of Cloud Computing are summarized 
in table 4.2.
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Table 4.2: Obstacles to adoption and growth of Cloud Computing

Obstacle Source

Availability Armbrust et al. (2009), IDC (2008a)

Security IDC (2008a)

Performance Armbrust et al. (2009), IDC (2008a)

Data lock-in Armbrust et al. (2009)

Data confidentiality and auditability Armbrust et al. (2009)

Data transfer bottlenecks Armbrust et al. (2009) 

Hard to integrate with in-house IT IDC (2008a)

Lack of customizability IDC (2008a)

The user has to rely on the promise of the Cloud provider with respect to reli-
ability, performance and Quality of the Service (QoS) of the infrastructure. The 
usage of Clouds is associated also with higher security and privacy risks related to 
data storage and management in two ways: first because of the need to transfer data 
back and forth to a Cloud so that it can be processed in a Cloud; second because data 
is stored on an external infrastructure and the data owner relies on the Cloud provid-
er’s assurance that no unauthorized access takes place. Furthermore, the usage of 
Clouds requires an upfront investment in the integration of the own infrastructure 
and applications with a Cloud. At present, there are no standards for the IaaS, PaaS, 
and SaaS interfaces. This makes the choice of a Cloud provider and the investment 
in integration with Clouds risky. This can result in a strong log-in effect that is 
advantageous for the Cloud provider but disadvantageous for the users. 

Given the risks associated with the usage of Clouds, in each case a careful evalu-
ation and comparison of the potential benefits and risks is necessary. Also, it needs to 
be considered which data and processes are suitable to be used for “Cloud sourcing” 
and which should better be not exposed to any organization outside the firewall.

4.5 Classification of Clouds

Clouds can generally be classified according to who the owner of the Cloud data 
centres is. A Cloud environment can comprise either a single Cloud or multiple 
Clouds. Thus, it can be distinguished between single-Cloud environments and 
multiple-Cloud environments. The following subsections provide a classification 
of single-Cloud environments according to the Cloud data centre ownership (sec. 
4.5.1) and a classification of multiple-Cloud environments according to which type 
of Clouds are combined (sec. 4.5.2).

4.5.1 Public Clouds vs. Private Clouds

In section 4.2, based on the review of many Cloud definitions, we have character-
ized Cloud Computing as the delivery of IT capabilities to external customers, or, 
from the perspective of a user, obtaining IT capabilities from an external provider, 
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as a service in a pay-per-use manner and over the Internet. In addition, we have 
identified scalability and virtualization as key characteristics of Cloud Computing. 
External data centres, e.g. those of Google or Amazon, are thus the foundation on 
the raw hardware or fabric level for delivering IT capabilities as Cloud services. 

However, virtualizing raw hardware resources and offering them as abstracted 
IT capabilities as a service is not necessarily bound to the external delivery mode 
usually associated with Cloud Computing. Companies and other organizations also 
use virtualization and service-oriented computing to increase utilization of their 
existing IT resources and to increase flexibility. The utilization rate of traditional 
server environments is between 5 to 15% (e.g. IBM 2008). Increasing it to up to 
18% is reported to be easily achievable (Lohr 2009, McKinsey 2009). Through 
aggressive virtualization, large companies can increase their server utilization rates 
to up to 35%, which is close to the level of Cloud providers such as Google with 
38% (Lohr 2009, McKinsey 2009). Higher utilization makes possible to consoli-
date server environments, i.e. the number of physical servers can be reduced. This 
lowers hardware maintenance costs, required physical space for the servers, power 
and cooling costs as well as the carbon footprint of IT.

To distinguish between external providers of Cloud services (external Clouds) 
and companies’ efforts to build internal Cloud infrastructures (internal Clouds) two 
distinct terms are commonly used: Public Cloud for external Clouds and Private 
Cloud for internal Clouds (see e.g. Armbrust et al. 2009, IBM 2009, Reese 2009, 
Sun 2009a). 

A Public Cloud is data centre hardware and software run by third parties, e.g. 
Google and Amazon, which expose their services to companies and consumers via 
the Internet (Armbrust et al. 2009, IBM 2009, Sun 2009a). A Public Cloud is not 
restricted to a limited user base: it “…is made available in a pay-as-you-go manner 
to the general public” (Armbrust et al. 2009). Thus, Clouds can address two type 
of customers: either end consumers on the B2C market or companies on the B2B 
market. 

Companies may not be willing to bear the risks associated with a move towards 
a Public Cloud and may therefore build internal Clouds in order to benefit from 
Cloud Computing. Private Clouds refer to such internal data centres of a company 
or other organization (Armbrust et al. 2009). A Private Cloud is fully owned by a 
single company who has total control over the applications run on the infrastructure, 
the place where they run, and the people or organizations using it – simply over 
every aspect of the infrastructure (Sun 2009a, Reese 2009). A Private Cloud relies 
on virtualization of an organization’s existing infrastructure (Reese 2009), leading 
to benefits such as increased utilization as described above. The key advantage of a 
Private Cloud is to gain all advantages of virtualization, while retaining full control 
over the infrastructure (Reese 2009).

The definitions of Cloud Computing reviewed in section 4.2 clearly show that 
Cloud Computing concerns the delivery of IT capabilities to external customers, or, 
from the perspective of the user, obtaining IT capabilities from external providers. 
Thus, some authors do not consider Private Clouds, or internal Clouds, as part of or 
as true Cloud Computing (e.g. Armbrust et al. 2009, Reese 2009). Reese (2009), for 
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example, notes that Private Clouds lack “the freedom from capital investment and 
the virtually unlimited flexibility of cloud computing.”

4.5.2 Hybrid Clouds and Federations of Clouds

Single Clouds can be combined resulting in multiple-Cloud environments. 
Contingent on which types of Clouds (public or private) are combined, two types of 
multiple-Cloud environments can be distinguished:

•	 Hybrid Clouds and
•	 Federation of Clouds.

Hybrid Clouds combine Public and Private Clouds and allow an organization 
to both run some applications on an internal Cloud infrastructure and others in 
a Public Cloud (Sun 2009a). This way, companies can benefit from scalable IT 
resources offered by external Cloud providers while keeping specific applications 
or data inside the firewall. A mixed Cloud environment adds complexity regarding 
the distribution of applications across different environments, monitoring of the 
internal and external infrastructure involved, security and privacy, and may there-
fore not be suited for applications requiring complex databases or synchronization 
(Sun 2009a).

The terms Federated Clouds or Federation of Clouds denote collaboration 
among mainly Public Clouds even though Private Clouds may be involved. Cloud 
infrastructure providers are supposed to provide massively scalable computing 
resources. This allows users and Cloud SaaS providers not to worry about the 
computational infrastructure required to run their services. The Cloud infrastructure 
providers, however, may face a scalability problem themselves. A single hosting 
company may not be able to provide seemingly infinite computing infrastructure, 
which is required to serve increasing numbers of applications, each with massive 
amounts of users and access at anytime from anywhere. Consequently, Cloud infra-
structure providers may eventually partner to be able to truly serve the needs of 
Cloud service providers, i.e. providing seemingly infinite compute utility. Thus, the 
Cloud might become a federation of infrastructure providers or alternatively there 
might be a federation of clouds (RESERVOIR 2008).

Federated Clouds are a collection of single Clouds that can interoperate, i.e. 
exchange data and computing resources through defined interfaces. According 
to basic federation principles, in a Federation of Clouds each single Cloud 
remains independent, but can interoperate with other Clouds in the federation 
through standardized interfaces. At present, a Federation of Clouds seems still to 
be a theoretical concept as there is no common Cloud interoperability standard. 
One new initiative that tries to develop a common standard is the Open Cloud 
Computing Interface, which is developed by the Open Cloud Computing Interface 
Working Group (http://www.occi-wg.org/) of the Open Grid Forum (OGF). The 
goal is through a standardized API among Clouds to enable both interoperability 
among Clouds from different vendors and new business models and platforms as 
(according to OCCI 2009):
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•	 Integrators, that offer advanced management services that spread over several 
Clouds or Hybrid Clouds

•	 Aggregators that offer a single common interface to multiple Cloud providers. 

The integration and advances in interoperability of Clouds might be an important 
factor for the future success of Cloud Computing. Open standards and interoper-
ability among Private and Public Clouds enable a higher flexibility for user compa-
nies. The user companies would be able to also partly outsource data and processes 
to the Cloud that are less security- and privacy-sensitive. At the same time, the 
possibility to build a Federation of Clouds would enable specialization of single 
Clouds as well as a broader choice for the users. 

4.6 Grid and Cloud Computing Compared

The description of Grid Computing in Chapter 3 and Cloud Computing in this 
chapter show that there are many similarities among Grid and Cloud Computing. 
This has provoked many discussions in commercial and scientific literature around 
the question if Grids and Clouds are the same, if Cloud Computing is only a new 
marketing hype, or if there are substantial differences between Grid and Cloud 
Computing. 

Currently, the discussion about differences among Grid and Cloud Computing 
mainly regards technical aspects (see also table 4.3). 

Table 4.3: Grid and Cloud Computing technically compared

Grid Computing Cloud Computing

Means of utilisation 
(e.g. Harris 2008)

Allocation of multiple servers  
onto a single task or job

Virtualization of servers; one server 
to compute several tasks concur-
rently

Typical usage pattern 
(e.g. EGEE 2008)

Typically used for job execution, 
i.e. the execution of a programme 
for a limited time

More frequently used to support 
long-running services

Level of abstraction  
(e.g. Jha et al. 2008)

Expose high level of detail Provide higher-level abstractions

Foster et al. (2008) for example identify differences among Grid and Cloud 
Computing in various aspects as security, programming model, compute model, 
data model, application and abstraction. According to Merrill Lynch (2008), what 
makes Cloud Computing new and differentiates it from Grid Computing is virtuali-
zation: “Cloud computing, unlike grid computing, leverages virtualization to maxi-
mize computing power. Virtualization, by separating the logical from the physical, 
resolves some of the challenges faced by grid computing” (Merrill Lynch 2008). 
While Grid Computing achieves high utilization through the allocation of multiple 
servers onto a single task or job, the virtualization of servers in Cloud Computing 
achieves high utilization by allowing one server to compute several tasks concur-
rently (Harris 2008). Beside these technological differences between Grid and 
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Cloud, there are differences in the typical usage pattern. Grid is typically used for 
job execution, e.g. the execution of a HPC programme for a limited time. Clouds 
do support a job usage pattern but are more frequently used to support long-running 
services (EGEE 2008).

While most authors acknowledge similarities among those two paradigms, the 
opinions seem to cluster around the statement that Cloud Computing has evolved 
from Grid Computing and that Grid Computing is the foundation for Cloud 
Computing. Foster et al. (2008) for example describe the relationship between Grid 
and Cloud Computing as follows: 

“We argue that Cloud Computing not only overlaps with Grid Computing, it is 
indeed evolved out of Grid Computing and relies on Grid Computing as its backbone 
and infrastructure support. The evolution has been a result of a shift in focus from an 
infrastructure that delivers storage and compute resources (such is the case in Grids) to 
one that is economy based aiming to deliver more abstract resources and services (such is 
the case in Clouds).”

Thus, Cloud and Grid computing can be considered as complementary. Grid inter-
faces and protocols can enable the interoperability between resources of Cloud 
infrastructure providers and/or a Federation of Clouds. Grid solutions for job 
computing can run as a service on top of a Federation of Clouds and/or a distrib-
uted virtualized infrastructure (Llorente 2008a, Llorente 2008b). In addition, the 
potential benefits of simplicity offered by Cloud technologies, such as higher-level 
of abstractions (Jha et al. 2008), may help to better serve current Grid users, “attract 
new user communities, accelerate grid adoption and importantly reduce operations 
costs” (EGEE 2008).

In the discussion about the differences among Grids and Clouds, less attention is 
given to explaining them from user perspective yet. Based on the described features 
of Grid Computing in chapter 3 and Cloud Computing in this chapter, the main 
changes from the user perspective can be summarized as follows: 

•	 Pure focus on X-as-a-Service (XaaS) by Clouds: As mentioned in section 3.2 in 
chapter 3, the basis for Grid Computing is Grid middleware that is available on 
the market as packaged or open source software. Utility Computing is only one 
form of Grid Computing. Compared to that, Cloud Computing focuses purely 
on XaaS offered in a pay-per-use manner. There is no middleware that enables 
the building of Clouds yet. 

•	 Focus on different types of applications: Grid Computing emerged in eScience to 
solve scientific problems requiring HPC. Current usage in industry also focuses 
mainly on HPC, for example in collaborative engineering based on simulation, 
in research and development in pharmaceutical companies and similar. HPC 
applications are usually batch-oriented and require high computing power for 
one task that is run once in a time. Given this, Grid Computing has the goal 
to assign computing resources, in many cases from different domains, to such 
HPC tasks. Cloud Computing is rather oriented towards applications that run 
permanently (e.g. the well-known CRM SaaS Salesforce.com) and have varying 
demand for physical resources while running. In order to be more flexible, one 
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major difference of Cloud Computing to Grid Computing is virtualization and 
adjustment of provided resources to demand. Thus, Cloud Computing extends 
the spectrum to which virtualization can be applied.

•	 Different relationships among resource providers: The goal of Grid Computing 
is creation of VOs with clear up-front commitment of the involved parties and 
encoding of agreements and polices in the software. Cloud Computing elimi-
nates the need for an up-front commitment by Cloud users, thereby allowing 
companies to start small and increase hardware resources only when there is an 
increase in their needs (see also Armbrust et al. 2009).

•	 Different scope of offerings: Grid Computing clearly focuses on providing infra-
structure as a service, or utility computing. Cloud Computing provides an inte-
grated support for IaaS, PaaS and SaaS. Given this, Cloud Computing makes the 
development of SaaS applications easier. 

•	 Extended scope of interfaces to the user: Grid Computing allocates heteroge-
neous resources to one task and focuses on communication among different 
resources on the physical layer and towards the application running on it. The 
Grid interfaces are rather based on protocols and APIs and by that only usable 
by technical experts. Cloud Computing is designed to provide interfaces for 
end users over Web browser or through APIs. Thereby there are different and 
specific APIs on each layer (IaaS, PaaS, and SaaS). Given the higher level of 
abstraction and the different interfaces, Cloud Computing is suitable to address 
end users in the B2C and C2B market at the same time. 

To summarize, Grid Computing provides the means to share and unify heteroge-
neous computing resources. It is the starting point and basis for Cloud Computing. 
Cloud Computing essentially represents the increasing trend towards the external 
deployment of IT resources, such as computational power, storage or business appli-
cations, and obtaining them as services. 



5 Grid Business Models

George Thanos, Eleni Agiatzidou, Costas Courcoubetis, George D. Stamoulis 

5.1 Introduction

A business model (BM) establishes a framework for the transformation of economic 
inputs (e.g. resources and technological knowhow) into economic outputs (e.g. goods 
and services) required by customers in a market (Chesbrough and Rosenbloom 
2002). In simpler terms, a business model describes the way the business expects to 
make money by interacting with customers and other players in the market. 

Such a model can also be thought of as a mediator between technology develop-
ment and value creation. The ultimate role of the business model is to ensure that the 
technological core delivers value to the customer. In order to achieve this, a number 
of factors and functions must be analysed and specified, such as the value proposi-
tion of the new product, the target market, the potential value chain for the delivery 
of the product or service, an estimation of the cost-structure, and profit potential 
(Peterovic et al. 2001, Weill and Vitale 2001). 

A well articulated BM is the foundation of the company’s business plan. The 
business plan serves as a decision-support tool and includes the additional level 
of detail that needs to be identified and proved (as well as can be prior to execu-
tion) in order for the business to attract money from potential investors. It specifies 
measurable goals, the reasons why they are believed to be attainable, and the plan 
for reaching those goals (Siegel et al. 1993, Wikipedia 2009a). It may also include 
background information about the company and a marketing plan. As it becomes 
apparent, both are to a great extent related and equally important; without a good 
business model, a business plan cannot be brought to effect and vice versa.

If you have developed a business model or plan, you already have a business 
case established as this is a prerequisite of the aforementioned. That means you have 
a business idea that once turned into a project (i.e. financed!) can lead your busi-
ness to a profitable product or service or in other terms you have a value proposition 

in this document we imply that a company has defined a project where the provi-
sioning of a product or service and/or its value proposition is based on exploiting 
the benefits of Grid technology. The pathway from that idea to the realisation and 
sustainability of the actual project is described through a specific business plan.

The purpose of this chapter is to present an overview of the business models 
adopted by Grid application and services providers in the market based on a study 
and analysis of Grid business cases. The goal is to provide the reader with an over-
view of BMs from the perspective of a potential business adopter as well as of a user/
customer of Grid technology. To achieve that, we briefly discuss how the Grid BMs 
evolved from traditional ones; we explain how a business case can be established 
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for your customers. For example, when referring to the term “Grid business case” 
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for Grid services; and explain the relationship to a BM and business plan. Next, we 
present the different business cases that can be found in the market today and link 
them to associated BMs. Finally, a more detailed analysis of particular cases for the 
market today is presented.

5.2 Setting the Scene

Grid technology promises a new way of delivering services across IP-based infra-
structures. These services range from common ones, such as existing mass multi-
media services, to more complex and demanding customised industrial applica-
tions. The start-up and key drivers behind the adoption of Grid by industry has 
been the performance advantage this technology promises to deliver, that in busi-
ness and economic terms is translated into reducing costs, simplifying local infra-
structure and speeding up processes. Under rapidly changing IT technologies and 
the pressure of highly-competitive global markets, the importance of these drivers 
is particularly high. Besides the aforementioned advantages, the Grid can be even 
considered as a “Green-IT” technology. Indeed, IT resources can be distributed over 
the world and be utilised dynamically and interchangeably based on climate and 
environmental conditions (e.g. by “chase the moon” (Berry 2007)), to minimise the 
energy consumption and consequently the associated costs.

The notion of Grid and its associated technological and business advantages 
has further evolved during recent years and the underpinning performance enabler 
advantage has been complemented by the collaborative benefits of this new tech-
nology. The early business models related to Grid have been based on either 
computing utility provisioning or on software products supported via in-house high-
performance Grid facilities. The former case, i.e. the use of computing power as 
utility, is not a new idea; and some even argue that is actually a backwards move 
to the past in terms of mainframe and terminal architecture. This approach prom-
ises to satisfy (via cost-effective means) the continuously increasing need for more 
computing resources and scalability by industries, not previously belonging to the 
IT centric domain. Despite the fact that the core idea, that computing resources 
should be offered in the future as a utility (like the electrical power Grids), was 
broad enough to cover the single home user, this was later abandoned. Eventually, 
the market clearly showed that the target market should be the research institutions 
and Small and Medium Enterprises (SMEs), i.e. organisation that had intermittent 
need for high power computing resources

The case of software services provided to customers through in-house Grid-
facilities was soon demarcated as two correlated very promising business cases. 
First, the Application Service Provisioning (ASP) one, where a provider hosts, oper-
ates and supports applications for his clients in a Grid-powered infrastructure. The 
aim was to relieve them from maintenance costs and offer them scalability, agility 
and reliability together with high performance. The second business case was based 
on the provision of services according to the Software-as-a-Service (SaaS) para-
digm. In this scenario, the service is hosted for the provider (which can be an SME) 
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by either an in-house Grid infrastructure or by utilizing the resources of an external 
resource provider such as Amazon, Sun Microsystems and IBM. The difference to 
the previous case is that the service is now offered through the web and charged via a 
monthly (rental) fee i.e. no license is needed from the customer’s side. Furthermore, 
no specific software needs to be installed in the client machine as a standard web 
browser is all that is required to access the service.

As we enter a technological era where solutions based on Service Oriented 
Architectures (SOA) and Cloud Computing will constitute a large segment of the 
market for business services, it is most likely that Grid-related services will be inte-
grated into this framework. Therefore, the business models will evolve and be adapted 
accordingly. For example, SaaS will become more dominate over the Software-
as-a-Product (SaaP) model for Grid services provisioning and the added-value of 
these services will be focusing around the collaboration benefits, rather than just in 
the performance related benefits. A similar emerging B2B collaboration scenario, 
that could drive new models, would be the services related to Virtual Organisations 
(VOs). In a VO, different organizations share resources, either computational or 
data, to achieve all partners’ goals. VOs can be easily created and administrated by 
utilising Grid services e.g. by taking advantage of the Globus Open Grid Services 
Architecture (OGSA, http://www.globus.org/ogsa/) framework.

To summarise, looking at the Grid service and application provider’s perspec-
tive, the well-established business models such as the SaaS, SaaP, Open-Source, 
and Value-added-Services (VAS) ones still apply in the Grid environment. However, 
there are a number of important factors that must be taken into account by a new 
business when adapting these traditional scenarios to the Grid, especially in regards 
to licensing, pricing models and legal issues. For example questions like these 
should be taken into account: what is the right license and pricing model to use for 
Grid SaaS? How do I protect the Intellectual Property Rights in a geographically 
dispersed collaboration scenario? How do the relationships and flows (tangible and 
intangible ones) in a value network change in the case of a VO where the common 
benefits are spread over a number of participants? 

In order to build a successful business case all the previous questions need to 
be answered. This can only be achieved through a process of building a business 
model and planning, through 1) careful analysis and evaluation of the technical 
requirements 2) the surrounding business environment and market conditions and 
the 3) target market. An example process for that purpose tailored to the Grid case 
is presented next. 

5.3 Establishing a Business Model Based on the “Grid Benefit”

As discussed in the previous section, a business model seeks to transform economic 
inputs into valuable economic outputs. In order to achieve that, it needs to provide 
and support information and propositions on several fronts starting from the anal-
ysis of the requirements for developing the product, to explicitly defining the value 
proposition and the target customers. Furthermore, it needs to elaborate on the 
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financial terms of the case and justify the revenue projections. These can be seen as 
building blocks in figure 5.1 (Osterwalder 2004).

Fig. 5.1: Business model design template: Nine BM elements and their relationships

When designing a model regarding a new or emerging technology, especially when 
it is not yet proven in the market and thus more risky, some of these components 
will be found to gain more value than others. Once a good level of understanding 
of the new technology has been reached, the whole process should start from the 
value-proposition definition. This is a step that must be successfully achieved before 
proceeding further. This is the whole essence of a new technology: what new benefit 
can it deliver to the customer? Then follow the questions: what do the customers 
exactly want, how this can be delivered and if the required competence and resources 
are available. This incremental process, together with the questions to be answered 
at each step, is demonstrated in figure 5.2.
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Fig. 5.2: Business model creation for a new technology

The first and most important requirement i.e. the value proposition, is a set of busi-
ness enablers, in terms of Grid benefits that a successful business case could be 
based upon and subsequently generate economic outputs to the participants. These 
business enablers or “Grid benefits” are:

1. The “Common Use of Resources and Infrastructure as a Service (IaaS)” busi-
ness enabler: economic benefits are expected to arise from offering dynamic re-
sources using a Grid infrastructure. This enabler also accounts for those cases 
that Grid is used in IaaS architectures. As an example, we can think of a sin-
gle organization that may require processing power that cannot be provided by 
means of stand-alone machines. By interconnecting multiple machines in a Grid, 
high processing power can be provided even for just a single application. Thus, 
the organization achieves both a high peak processing capacity and a high aver-
age utilization of the processing power available, since this can be flexibly al-
located to multiple Grid-enabled applications. These features should also lead 
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to increased cost-efficiency for the infrastructure deployed. This is particularly 
important for a large organization with several departments scattered around the 
world, each possessing their own computing infrastructure. Connecting these via 
a Grid can generate significant enhancements, a higher exploitation of resources, 
cost-efficiency and economies of scale, due to the fact that the interconnection of 
all machines, improves the utilization of each one (Thanos et al. 2007).

2. The “Collaborative and VO” business enabler: economic benefits are expected 
by offering services or software that take advantage of the collaborative environ-
ment and functionalities that Grid can offer in a VO context. Consider a group 
of organizations, each of which possesses its own resources, which are comple-
mentary to each other. For example, organization A possesses a powerful data-
base server, while B has a huge amount of data and C possesses an application 
running over its server that requires data such as that of B. Clearly, when col-
laborating in the form of Grid, all organizations can bring together a powerful 
outcome, while each of them exploits its own resources in a cost-efficient way, 
without needing to invest in the missing resources that are now contributed by 
others. In this case, the collaborating organizations enjoy economies of scope, 
since bringing all their resources together by means of Grid broadens their scope 
of applicability (Thanos et al. 2007).

3. The “Software as a Service (SaaS) and advanced software architectures” busi-
ness enabler: economic benefits are expected by Grid-enabling existing serv-
ices in order to offer them using the SaaS delivery paradigm or developing new 
Grid services, designed to be provided using the SaaS. Here, by the term “grid-
enabling” we mean the redesigning of an existing application in order for it to 
be offered in a Grid environment. Also this category accounts for the cases that 
Grid services are offered (via SaaS) with the purpose of being integrated to SOA 
and Cloud Computing architectures. A SaaS version of an application is more 
affordable to infrequent users of that application, who now have a benefit com-
pared to investing on the corresponding software license and/or computational 
infrastructure. Therefore, both these users and the service provider gain, because 
this version increases the demand for the service by making it affordable at lower 
costs (Thanos et al. 2007). 

In the next sections we will discuss with examples how these 3 enablers can be 
spotted today in the market and how they can lead to building a successful business 
model. 

5.4 Popular Business Cases in the Market Today and Associated 
Benefits

After defining the 3 aforementioned categories as enablers for doing business with 
Grid we will now examine how these can be found in the most popular business 
cases in the market today. These are categorised and presented in the next table. 
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Table 5.1: Popular business cases in the market today, their enablers and involved actor

Most popular Grid Business Cases 
in the market

The Grid benefit (value- 
proposition or added-value)

Main actors involved

1. Company utilises an internal  
Grid solution as a virtualisation 
technique to improve the utilisa-
tion of resources (also known as the 
“Enterprise Grid”)

For the company: Performance 
differentiation and collaboration 
benefit in case of inter depart-
ments (VO-like) virtualisation of 
resources.

The company

Grid s/w and application 
providers 

Systems integrator (can be 
the same with the Grid s/w 
provider)

2. Company rents external 
computing resources through the 
internet with Grid being the under-
lying infrastructure on the provider’s 
side

For the company: Performance 
differentiation

The company 

Resources provider 
(e.g. Amazon & Sun) 
– See case No. 5

3. Company Grid-enables existing 
application or develops an applica-
tion optimised to run over the Grid 
(BEinGRID BEs cases) and offers it 
to external clients

For the company: performance 
differentiation, new markets through 
SaaS provisioning

For the user: new services not fore-
seen or affordable before

The service or application 
provider (the company)

The user that either buys or 
rents the solution

The Grid software provider

Systems integrator (can be 
the same with the Grid s/w 
provider)

4. A group of organisations forming 
a VO in order to gain benefit from 
common use of resources (CERN 
is an example of this). Case also 
known as “Partner or Collaborative 
Grids”

– Collaboration benefit 

– New services from the VO part-
ners to internal or external users, 
not possible before. 

The users (VO participants) 

Grid s/w and application 
providers 

Systems integrator (can be 
the same with the Grid s/w 
provider)

Resources provider – if 
external computing resources 
are utilised 
(e.g. Amazon & Sun)

5. Company acts as a computing 
resources provider e.g. the 
“Amazon”, “Sun”, “IBM” etc cases

For the user: Resources provided on 
demand. Performance differentia-
tion – See Case No.2

For the company: revenue genera-
tion and reduced costs of offering 
such a service through virtualisation

The resource provider (the 
company)

The users that buy resources 
on demand – See Case No.2

6. Company provides Cloud 
Computing Services with Grid as 
the underlying infrastructure (most 
popular emerging scenario). E.g. 
the “Amazon”, “Google”, “IBM”, 
“Microsoft” etc cases

For the user: Provision of Cloud 
computing services (IT-as-a-
Service)

For the company: high utilisation of 
resources through virtualisation

The Cloud Computing 
provider

The users that purchase 
Cloud Computing services 
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As can be seen from table 5.1, six distinct business cases are commonly found today. 
As illustrated in the second column, it is important not only to identify the benefits 
from the provider’s side, but from the user’s perspective as well. For example, in the 
third case we have a company (e.g. a SME) that Grid-enables an existing application 
or develops an application optimised to run over the Grid and offers it to external 
clients. From the perspective of the company, there are two Grid benefits: The first 
one is about the exploitation of common resources, category 1 as discussed in the 
previous section. For example, in the case that the new application offered by the 
company can be provided more efficiently over a Grid infrastructure i.e. it can be 
offered to a larger number of customers/users without compromising or needing 
to upgrade the existing internal infrastructure. Furthermore, in the case of a new 
service, this can be offered utilising the SaaS paradigm, thus opening a window of 
opportunity to additional economic capabilities for the company which is a cate-
gory 3 enabler according to our classification. 

To add to that, the user can now enjoy new web-based services (e.g. through 
SaaS) not possible before, that eventually might be exploited for his own purposes; 
for example, in the case the user that purchases the service is another company 
or institution he may be able to optimise his own service provisioning in his own 
market. In this example, as in others, there are more than one associated enablers 
involved according the very exact model chosen. For the purposes of presenting the 
whole picture we have grouped them together under each case.

In order to establish the associated business models in each case, it is impor-
tant to identify the actors constituting the basic value chain of the offering. This is 
exactly why the third column has been included in this table. However we are not 
going into detail in these value chains and networks here as this is the subject of the 
next chapter of this book. Nevertheless we need this in order to analyse the products 
and outcomes of each actor in the subsequent cases in the next chapter.

5.5 Offerings and Business Models for the Involved Actors in the 
Business Cases 

In a typical value chain, such as the ones established in the aforementioned exam-
ples, each actor contributes in a tangible (e.g., with an intermediate or supplemen-
tary product) or in an intangible way (e.g., technology expertise essential for a Grid 
installation) to the resulting end-product. Based on each contribution there is a 
linked business model established for this actor in order to earn economic benefits. 
For example, in the case of a technology integrator that sets up a Grid infrastruc-
ture, the resulting earnings come from offering IT services, that are one of the core 
competences and services portfolio of that particular company, to its customers. 
These are presented by case in the “Associated Products or Services” column of 
table 5.2. 
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Table 5.2: End products and associated models for the different scenarios

Most popular Grid 
Business Cases in the 
market

Main actors involved Associated Products/
Services

Applicable BMs 
per actor 

1. Company utilises an 
internal Grid solution as a 
virtualisation technique to 
improve the utilisation of 
resources (also known as 
the “Enterprise Grid”)

The company None. Solution is 
utilised for mini-
mising costs

None directly. 

Grid s/w and applica-
tion providers 

Software (e.g. middle-
ware)

– Software or 
Application provi-
sioning (SaaP)

– Open source 

Systems integrator (can 
be the same with the 
Grid s/w provider)

– – IT services

– VAS (e.g. 
consulting)

2. Company rents external 
computing resources 
through the internet with 
Grid being the under-
lying infrastructure on the 
provider’s side

The company None. Can be used 
indirectly to support 
other services provi-
sioning or to optimise 
internal processes and 
products

- None if used to 
optimise internal 
processes

– IT/Web services/
SaaS if used as 
infrastructure for a 
solution 

Resources provider

(e.g. Amazon & Sun)

 – See case No. 5

Services offered as 
SaaS

– See case No. 5

SaaS/HaaS/IaaS 
based

3. Company Grid-enables 
existing application or 
develops an application 
optimised to run over the 
Grid (BEinGRID BEs 
cases) and offers it to 
external clients

The service or appli-
cation provider (the 
company)

Service or Application – SaaP if offered 
through a license 

– SaaS if offered 
for renting over 
the net 

The user that either 
buys or rents the solu-
tion

May use the applica-
tion to deliver new 
products/services or 
optimise existing

Many options such 
as VAS

The Grid software 
provider

– – Software or 
Application provi-
sioning (SaaP)

– Open source

Systems integrator (can 
be the same with the 
Grid s/w provider)

– – IT services

– Value-added serv-
ices (consulting)
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4. A group of companies 
forming a VO in order to 
gain benefit from common 
use of resources (CERN 
is an example of this as 
well). Case also known as 
“Partner- Grids”

The users (VO partici-
pants) 

– None if used for 
current processes 
and products opti-
misation

– Services offered as 
SaaS

– N/A if used for 
optimisation

– SaaS for new  
services

Grid s/w and applica-
tion providers 

Software – Software or 
Application provi-
sioning (SaaP)

– Open source 

Systems integrator (can 
be the same with the 
Grid s/w provider)

– – IT services

–Value-added serv-
ices (consulting)

Resources provider – 
if external computing 
resources are utilised

(e.g. Amazon and Sun)

Services offered as 
SaaS

– SaaS/IaaS based

5. Company acts as a 
computing resources 
provider e.g. the 
“Amazon”, “Sun”, “IBM” 
etc cases

The resource provider 
(the company)

Services offered as 
SaaS

– SaaS/IaaS based

– Utility computing 
based

The users that buy 
resources on demand 

– See Case No.2

None. Can be used 
indirectly to support 
other services provi-
sioning or to optimise 
internal processes or 
products

– None if used to 
optimise internal 
processes

– IT/Web services/
SaaS etc if used as 
infrastructure for a 
solution 

6. Company provides 
Cloud Computing Services 
with Grid as the under-
lying infrastructure 
(most popular emerging 
scenario). E.g. the Amazon, 
Google, IBM, Microsoft 
etc cases

The Cloud Computing 
provider

Cloud Computing 
Services provided 
mainly as SaaS

– SaaS based

– SOA based

– IT-as-a-Service

– VAS (e.g. 
consulting)

The users that purchase 
Cloud Computing 
services 

– – None if used to 
optimise internal 
processes

–  SaaS/SOA etc if 
used as a service 
component for 
another solution 

Furthermore, there are cases like that of example 1 where the company adopts 
a Grid solution for internal purposes. In these cases there may not be a directly 
resulting product to be offered to external customers. However, this should result 
in optimisation of internal processes or offer more efficient and economic provi-
sioning of other products. Depending on the particular scenario we can match 
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existing or known business models to the different players as listed in the last 
column of this table.

The list of possible BMs as observed from the table includes the following:

•	 Already existing and utilised models in the market or minor adaptations of them 
like the VAS, SaaS, SaaP (mainly for Grid middleware) or the IT-Services one 
for offering consultancy services.

•	 The already used Open Source BM, where a version of the software such as 
Grid middleware is provided for free with benefits arising from the community 
further developing the product and contributing with ideas that can help evolve 
this into a more complete product. Also economic benefits may be expected 
from the reputation gained for the company and economies of scale and scope.

•	 Emerging models such as the IT-as-a-Service or SOA based services where the 
new products are designed to run in new architectural environments, such as 
Cloud Computing and SOA, and are expecting to derive revenue from the users 
of these architectures and services.

•	 Evolution or alternative configurations of existing models such as the Utility 
computing or ASP evolving into HaaS (Hardware-as-a-Service) or IaaS to 
match the requirements of Grid in a Cloud environment. Many of these concern 
the transformation of infrastructure capabilities as fixed costs into variable costs 
by applying the SaaS business models to infrastructure.

The next section elaborates more on the scenarios presented in the table by discussing 
specific examples from the market today.

5.6 Analysis of Examples of Business Cases

The previous two sections were dedicated to the most popular business cases in 
the market, the main actors that are involved and the added value Grid can bring to 
these business cases and the associated products or services. In this section several 
different examples are introduced in order to demonstrate and highlight such busi-
ness cases. These examples are real business cases that already use Grid internally 
or in the offerings/products of their companies. Next, after presenting the Grid busi-
ness case a correspondence of the main actors and the applicable business model by 
each actor is briefly presented (Gridipedia 2008).

5.6.1 The eBay (Business Case 1)

One of the most representative companies for the first presented business case in 
table 5.1 is eBay’s auction site (http://www.ebay.com/). eBay is the Internet company 
that runs ebay.com, the well-known online auction and shopping website, where 
people and businesses buy and sell goods and services worldwide. eBay provides a 
safe online marketplace where anyone can go to trade products reliably. This is the 
main service that is offered and the customers are charged a small fee. The main 
characteristics of eBay’s infrastructure are the massive growth, the constant change, 
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the low latency in all processes and the capability to support a very high rate of 
transactions. 

In 1999 eBay faced a series of service disruptions. In particular, over three days, 
overloaded servers shut down temporarily without warning, meaning users couldn’t 
check auctions, place bids or complete transactions during that period. This led the 
company to re-design its IT infrastructure, rebuilding its data centers according to 
a Grid-type architecture in order to achieve a more flexible, scalable and reliable 
infrastructure (Gil 2009).

The eBay Grid infrastructure consists of many small servers supported by some 
higher-processor-count servers for a federation of back-end databases. eBay can 
actually run on as few as 50 servers, which can be Web servers, application servers 
and data-storage systems. Each of these servers runs separately, but communicates 
with the others, thus each of them is notified if there is a problem in the network. 
Growth can easily be achieved by adding servers to the Grid accordingly to demand. 
Despite that, an infrastructure of only fifty servers is quite adequate in order to 
run the site, eBay has one hundred and fifty servers more, in sets of fifty, in three 
different locations, which are spread all over the world. These servers store the same 
data, so if the main system crushes there are three other mirror systems to pick up 
the slack. This new architecture based on Grid allows very high fault tolerance, the 
elimination of the single point of failure, and easy growth together with low oper-
ating costs (Gibson 2004, MacFarland 2006). 

eBay’s business case is a representative example of a company that utilizes an 
internal Grid solution to improve the utilization of its resources. Its revenues are 
not originated from the Grid itself but from other sources (auctions, advertizing 
etc). However Grid is used to increase the performance of the operation while also 
reducing its expenses. Interconnecting all those servers in a Grid attains the afore-
mentioned performance enhancements, the high exploitation of resources, cost-effi-
ciency and economies of scale, due to the fact that interconnection of all machines 
improves the utilization of each one. The main actor in this business case is the 
company itself since it constructed its own Grid. 

Table 5.3: Example of Grid business case 1: The eBay

Grid Business Case The Grid benefit (value-propo-
sition or added-value)

Main actors involved

1. Company utilises an internal  
Grid solution as a virtualisation 
technique to improve the utilisa-
tion of resources (also known as the 
“Enterprise Grid”): eBay

For the company: Performance 
differentiation, cost-efficiency, 
high exploitation of resources.

The company: eBay

Grid s/w and application 
providers: eBay
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5.6.2 CERN (Business Case 4)

The example of this section corresponds to the fourth category of table 5.1 and 
table 5.2. A representative real-life scenario of this specific business case is CERN, 
the European Organization for Nuclear Research, one of the world’s largest and 
most respected centers for scientific research. Its subject is fundamental physics, 
namely finding out what the Universe is made of and how it works. The world’s 
largest and most complex scientific instruments are used in CERN to study the basic 
constituents of matter, i.e. the fundamental particles. By studying what happens 
when these particles collide, physicists learn about the laws of Nature. One of the 
largest experiments that is currently in progress is the Large Hardon Collider project 
(LHC). The main purpose of LHC is to discover more about how the universe began 
and what it’s made of. This will be achieved by colliding beams of protons and ions 
at a velocity approaching the speed of light. Those records generated by this experi-
ment are predicted to occupy 15 Petabytes of memory every year, an enormous 
amount of data that cannot be accommodated either by a single IT infrastructure 
nor by a supercomputer. However, thankfully, Grid technology provides a solution 
to effectively store and process this huge amount of data. 

CERN leads a major Grid project, the LHC Computing Grid, which is dedicated 
to providing the processing power and storage capacity necessary for the LHC. Grid 
was adopted because of the benefits Grid provides, such as the much lower cost, 
the flexibility and the ease of upgrades, compared to a single large and complex 
machine. In order for the network of computers to be able to store and analyze data 
for every experiment conducted at the LHC, a special middleware for Grid archi-
tecture was developed. 

The structure of the system is organized into three tiers. The first is CERN’s 
computing system, which is dedicated to process the information at the beginning 
and divide it into chunks for the other tiers. There are twelve second-tier sites that 
are located in several countries whose purpose is to accept data from CERN over 
dedicated computer connections. When the LCG gets up to full capacity, it will be 
made up of around 200,000 processors, mostly located in 11 academic computing 
clusters around the world, as shown in table 5.4, that will let around 7,000 scien-
tists conduct experiments related to the collider, submitting their calculations to the 
LCG, which will farm them out around the network according to the supply and 
demand for resources (Cern 2006, Johnson 2008, Ranger 2005).
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Table 5.4: CERN Grid Nodes locations

University Partners

Forschungszentrum Karlsruhe in Germany KFKI Research Institute for Particle and 
Nuclear Physics in Budapest, Hungary

Istituto Nazionale de Fisica Nucleare with its 
National Computer Centre in Bologna, Italy

University of Tokyo in Japan

ACC Cyfronet, Cracow, Poland Moscow State University and the Joint 
Institute for Nuclear Research in Russia,

Port d‹Informació Científica in Barcelona, 
Spain

Academia Sinica in Taiwan

Particle Physics and Astronomy Research 
Council (PPARC)

CCLRC Rutherford Appleton Laboratory in 
the UK

The Department of Energy (DOE), US National Science Foundation, US

University of Prague in Czech Republic IN2P3 Computer Centre in Lyon, France

The collaboration of so many institutions around the world for the same purpose 
form a Virtual Organization (VO) which uses Grid in order to gain benefits from 
the common use of their resources. In fact, even with the VO, the operation of this 
project could be hard due to the enormous size of data that need to be processed. 
The partner institutes who are the actors of this scenario – despite their worldwide 
distribution – gain through the use of Grid and their collaboration benefits from a 
performance that the current technology could not otherwise provide.

Table 5.5: Example of business case 4: CERN

Most popular Grid Business 
Cases in the market

The Grid benefit (value-
proposition or added-value)

Main actors involved

4. A group of companies 
forming a VO in order to gain 
benefit from common use of 
resources: CERN 

– Performance benefit through 
the collaboration. Enables 
a purpose which was not 
possible using the current 
technology and a classic 
architecture.

– 

The users (VO partici-
pants) as shown in  
Table 5.4

5.6.3 The Amazon and Sun (Business Cases 5 and 2)

In this subsection different examples of the same business case – namely 5 – are 
merged with examples of business case 2 and are presented together, in order to 
demonstrate the relationship between the two distinct business cases and to show 
how the same company can be a different actor in each different business case. 
Business case 5 of table 5.1 can be characterized as common since big IT compa-
nies that own a large infrastructure follow this business model in order to provide 
their under-utilised and/or specially provided computing resources to customers. 
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Amazon and Sun are examples of such companies that provide such computing 
resources. 

Amazon (Amazon Web Services 2009) is an American electronic commerce 
company based in Seattle. Amazon owns Amazon.com that began as an online 
bookstore, but now sells DVDs, music CDs, computer software, video games, elec-
tronics, apparel, etc. Furthermore Amazon offers in its catalogue web services for 
access as well as for integration with other retailers like Target and Marks & Spencer. 
Amazon offers two interesting web services for developers, namely, Simple Storage 
Service (Amazon S3) and Elastic Compute Cloud (Amazon EC2). 

Simple Storage Service (S3) allows any developer to store and retrieve almost 
any amount of data by accessing the same “highly scalable, reliable, fast, inexpen-
sive data storage infrastructure that Amazon uses to run its own global network of 
web sites” (Amazon S3 2009). This allows developers to begin new businesses with 
little or no up-front investments or performance compromises. The provision of 
quick, always available and secure access to the company’s data is inexpensive and 
simple. Any file type is allowed to be stored, up to 5GB and can be set as public, 
shared or private. The service is charged for $0.15 (USD) per GB of storage per 
month and $0,20 (USD) for each GB of data transferred upstream or downstream. 

Elastic Compute Cloud (EC2) is a service that enables developers to use 
Amazon’s computing power for their own needs. It is possible for the user to obtain 
and configure capacity with the minimum of effort and to have complete control of 
the computing resources. Also EC2 allows the quick scalability of the capacity of 
the system in both directions according to the changes in the computing require-
ments. The developer is charged only for the capacity that has been reserved and 
due to the very little time that is needed to increase or reduce server instances, it’s 
possible to keep the actual capacity used very close to day to day requirements. 
EC2 provides developers the tools to build failure resilient applications and protect 
themselves from common failure scenarios. On the other hand, the architecture of 
EC2 is simple. The servers that provide the EC2 service are Linux-based virtual 
machines that are called instances. There are two instance families; the standard one 
which is well suited for most of the applications and the high-CPU one that includes 
instances that have proportionally more CPU resources than memory (RAM) and 
are better suited for compute-intensive applications. The charges for the instances 
that belong to the aforementioned families are shown in the table 5.6 (Arrington 
2006, Garfinkel 2007, Hof 2006). 
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Table 5.6: Instance types and prices

Instances Description

Family: Standard 

Type: Small Instance 

Price: $0.10 per instance hour

1.7 GB memory
1 EC2 Compute Unit (1 virtual core with 1 EC2 Compute 
Unit)
160 GB instance storage (150 GB plus 10 GB root partition)
32-bit platform
I/O Performance: Moderate

Family: Standard
Type: Large Instance
Price: $0.40 per instance hour

7.5 GB memory 
4 EC2 Compute Units (2 virtual cores with 2 EC2 Compute 
Units each) 
850 GB instance storage (2×420 GB plus 10 GB root parti-
tion) 
64-bit platform 
I/O Performance: High

Family: Standard
Type: Extra Large Instance
Price: $0.80 per instance hour

15 GB memory 
8 EC2 Compute Units (4 virtual cores with 2 EC2 Compute 
Units each) 
1,690 GB instance storage (4×420 GB plus 10 GB root parti-
tion) 
64-bit platform
I/O Performance: High

Family: High-CPU 
Type: High-CPU Medium 
Instance
Price: $0.20 per instance hour

1.7 GB of memory 
5 EC2 Compute Units (2 virtual cores with 2.5 EC2 
Compute Units each) 
350 GB of instance storage 
32-bit platform
I/O Performance: Moderate

Family: High-CPU 
Type: High-CPU Extra Large 
Instance
Price: $0.80 per instance hour

7 GB of memory 
20 EC2 Compute Units (8 virtual cores with 2.5 EC2 
Compute Units each) 
1690 GB of instance storage 
64-bit platform 
I/O Performance: High

Amazon clearly belongs to business case 5. It offers computing resources to its 
clients and enjoys revenue from renting its own infrastructure. Clients of Amazon 
can be any individual or company that needs more storage or CPU, especially if 
needs may change dynamically. The business model that Amazon is following 
in this specific example is IaaS since it provides Infrastructure as a Service to its 
customers. 

As we mentioned before, Amazon’s customers could be any individual or 
company that needs to use storage or CPU without provisioning its own computing 
resources either because of the capital cost or because of dynamically changing 
demand. In the following paragraphs we will present such a customer of Amazon’s 
web services S3 and EC2. 

The New York Times (NYT) recently decided to make available to the public 
all the newspapers that have been published from 1852 to 1922 online. They called 
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this collection of full-page image scans in PDF format as TimesMachine where all 
11 million articles are included.

The amount of data to be processed was enormous. It was a series of large TIFF 
images associated with metadata and article text of the newspapers for 70 years. 
That meant terabytes of data that had to be processed and stored. Using Amazon S3 
they managed to upload and store the 4TB of data while EC2 provided them with 
the necessary CPU power for the concurrent use of hundreds of machines to read 
the data, create the PDFs and store them into S3 again, from where the public could 
reach it within 36 hours (Gottfrid 2008a, Gottfrid 2008b). 

By using the infrastructure provided by Amazon, the NYT was able to offer 
their clients a new service not previously available; the experience of a window 
into the past from their computers. By using S3 and EC2 from Amazon, the NYT 
avoided the purchase of the resources required to process and store such an enor-
mous amount of data. In this way, the NYT succeeded in providing a new and 
exciting service at a set-up low cost. This company follows the second business case 
as indicated in table 5.1. It rents external computing resources from Amazon, with 
Grid being the underline infrastructure, and gains all the aforementioned benefits. 
Both the business cases 5 for Amazon and 2 for the NYT are shown in the table 5.7 
indicating how these two companies undertake their specific roles. It is worth noting 
that the NYT is the user for the fifth business case, while for the second business 
case is the provider of a service to other users. 

Table 5.7: Example of business cases 5 and 2: Amazon

Most popular Grid Business 
Cases in the market

The Grid benefit (value-
proposition or added-value)

Main actors involved

5. Company acts as a computing 
resources provider: Amazon

For the user: Resources 
provided on demand. 
Performance differentiation, 
cost efficiency, service differ-
entiation 

For the company: revenue 
generation and reduced costs 
of offering such a service 
through virtualisation

The resource provider: 
Amazon 

The users that buy 
resources on demand: 
The Times New York

2. Company rents external 
computing resources through 
the internet with Grid being the 
underlying infrastructure on the 
provider’s side: The Times New 
York

For the company: 
Performance differentiation, 
cost efficiency, service differ-
entiation 

The company: The 
Times New York

Given the success of companies renting external computing resources from large 
infrastructure providers, this section presents another example of these two busi-
ness cases. Sun is an American vendor of computers, computer components, 
computer software, and information-technology services that now provides 
computing resources to its customers. The company was recently involved in Grid 
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technology, with Sun Utility Grid (Sun 2009g, Sun 2009h) – recently re-branded 
and offered as a Cloud Computing service (Wikipedia 2009b). Sun Utility Grid 
is a large commercial Grid that consists of the first global pay-to-play resource. It 
allows its customers to create jobs and submit an application (Gohring 2006, Singer 
2004a, Singer 2004b). Sun Utility Computing for Grid based solutions can start 
as low as $0.99 per dual CPU node, per hour with a click-through license and a 
four hour minimum usage requirement. For its all-inclusive, pay-for-use Sun Utility 
Computing for Midrange Sun StorEdge Systems, pricing can start at $0.80 per Sun 
Power Unit (SPU), per month. Designed as a Grid computing infrastructure, Sun 
reported that its pay-per-use offering is perfect for its high-performance computing 
markets shown in table 5.8.

Table 5.8: Sun Grid’s target market

Industry Applications

Finance/Banking Risk and portfolio analysis

Energy Reservoir simulations seismic analysis

Entertainment/Media
Digital content creation, animation, rendering, digital asset 
management

Manufacturing
Electronic design automation, computation fluid dynamics, 
crash test simulation, aerodynamic modeling

Government / Education Weather analysis, image processing

Health Science Medical imaging, bioinformatics, drug development simulation

Sun, our example in this business case, is the resource provider actor, that offers 
computing resources and achieves at the same time high utilization through the 
Grid virtualisation technology. On the other hand the customers that buy resources 
on demand are the users of this service. The business model that Sun is following 
in this specific example is IaaS since it provides infrastructure as a service to its 
customers. 

Having demonstrated the provider’s view, we will attempt to present a user in this 
business case. A user, a company named Virtual Compute Corporation (Sun 2009f), 
utilizes the computing resources of Sun as its infrastructure to provide its services. 
At the same time this company provides its services, with the help of the Grid infra-
structure rented from Sun. The business case into which this company falls is the 
second one. Virtual Compute Corporation is a global provider of on-demand high-
performance computing resources and IT infrastructure management for commer-
cial and government entities. Its target market consists of companies in the energy 
industry, space sciences and life sciences with the main purpose the provision of 
tailored solutions that meet customers’ unique needs. Virtual Compute Corporation 
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uses the Sun Grid Compute Utility to handle work from its energy industry customers 
that exceeds the capacity of its own IT infrastructure. The Sun Grid gives Virtual 
Compute Corporation the ability to quickly and efficiently run compute-intensive 
jobs for its customers. Using Sun Grid the company has now the required flex-
ibility to meet variable demands instantly through on-demand compute resources 
and this effective and quick response to the requirements of the customers provides 
the company with a competitive edge. However this was not the only benefit since 
the company saved up to US$3 million and two months time by avoiding build-out 
of additional infrastructure to handle customer’s projects. 

The example of this company is a demonstration of a client of Sun as the fifth 
business case category indicates. At the same time the same company is a provider 
of a service as the second business case indicates. In this last case the company rents 
external computing resources through the Internet with Grid being the underlying 
infrastructure on the provider’s side here being the Sun company. The company 
needs Grid for performance differentiation and uses it to provide services to other 
companies following a SaaS business model.

Table 5.9: Example of business cases 5 and 2: Sun

Most popular Grid Business 
Cases in the market

The Grid benefit (value-
proposition or added-value)

Main actors involved

5. Company acts as a computing 
resources provider: Sun

For the user: Resources 
provided on demand. 
Performance differentiation, 
cost efficiency, service differ-
entiation 

For the company: revenue 
generation and reduced costs 
by offering such a service 
through virtualisation

The resource 
provider: Sun

The users that buy 
resources on demand: 
Virtual Compute 
Corporation 

2. Company rents external 
computing resources through 
the internet with Grid being the 
underlying infrastructure in the 
provider’s side: Virtual Compute 
Corporation

For the company: 
Performance differentiation, 
cost efficiency, service differ-
entiation 

The company: 
Virtual Compute 
Corporation

5.7 Conclusion 

In this chapter we have presented an overview of the main Grid Business Models, 
namely those that can be adopted from the Grid application and service providers in 
the market. In order to achieve a deep understanding of these models the process of 
their creation needs to be defined. The first step in this process is the understanding 
of the new technology but the most significant one is the correct definition of the 
added value (the proposition) that this technology can offer to potential customers 
and/or users. Furthermore, a set of business enablers, or Grid benefits are presented; 
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these being driven from the aforementioned most important requirement. The Grid 
business enablers are: “Common Use of Resources and Infrastructure as a Service 
(IaaS)”, “Collaborative and VO” and “Software as a Service (SaaS) and advanced 
software architectures” Grid benefits. The actual economic benefits for each one 
of those categories stem from one or more of: a) the offering of dynamic resources 
using Grid infrastructure, b) services or software that take advantage of the collabo-
ration environment and c) services that are designed or Grid-enabled to be provided 
as SaaS. These Grid benefits can be found in the most popular business cases today, 
which are presented in the chapter. Each business case is associated with the afore-
mentioned Grid benefits and with the main actors involved that constitute the basic 
value chain. Taking into consideration the tangible and/or intangible way an actor 
is contributing to the resulting product, a Business Model (BM) is then established 
for this actor, in each business case. In particular, Grid services or products are 
currently offered according to existing BMs in the market or some adaptations of 
them like the Value-added Services, SaaS, SaaP (mainly for Grid middleware) or 
the IT-Services BM for offering consultancy services. Also free versions of software 
such as Grid middleware can be provided through a Grid BM. The benefits in this 
model arise from the additional development of the product from the community and 
the contribution of new ideas that can help this to evolve into a more richly featured 
product. Thus, economic benefits may be expected from the reputational gain of the 
company and economies of scale and scope. Another important BM is the IT-as-a-
Service, where the new products are designed to run in new architectural environ-
ments such as Cloud Computing. Finally, Grid BMs based on existing models such 
as the utility computing or the ASP are currently evolving to or integrating HaaS or 
IaaS business characteristics and helping to give rise to Cloud Computing.



6 Grid Value Chains – What is a Grid Solution?

Juan Carlos Cuesta, Karita Luokkanen-Rabetino, Katarina Stanoevska- 
Slabeva

6.1 Introduction

As explained in chapter 3 and 5 before, a Grid solution can be provided in several 
ways: as a Grid-enabled application, as Utility computing or as Software as a 
Service. Grid-enabled applications in internal IT deployments are specific software 
applications that utilize in-house Grid infrastructure. Utility computing is referred to 
as the provision of Grid computing as service on external resources. In a Software as 
a Service (SaaS) based solution applications run on external servers and are used in 
a one-to-many model with a Pay-As-You-Go (PAYG) funding model or a subscrip-
tion funding model that is based on pre-defined amounts of usage. 

Thus, Grid solutions vary from simpler Software as a Product (SaaP) cases to 
more complex SaaS solutions. While the simplest cases might be handled by one or 
two providers, the more complex cases consist of many kinds of services, resources 
and capabilities, and the provision of such services almost always require co-oper-
ation between several market actors. In other words, a Grid solution is a sum of 
many interacting market actors that own distinct resources and capabilities needed 
to create value for the end user. Moreover, the provision of Grid-based services 
is different from traditional service provisioning, and it is more complex in terms 
of contractual agreements, licensing models, definition of SLAs, accounting and 
billing aspects.

This all can be quite complex for the end user: Who is providing what? What 
does a Grid solution consists of? Who is the end user contacting with? How many 
providers need to interact to deliver the service? In this section we aim to build a 
clear picture about the Grid market and the essential market players. In the first 
section we describe the main market players involved in the provision of Grid solu-
tions, and the exchanges and interactions between them. In the second section we 
illustrate the value networks1 for three different kinds of scenarios – Grid-enabled 
application as internal deployment, utility computing, and SaaS – and give exam-
ples of the market players active in those sections of the market at the moment.

1 The value networks presented in this section are based on the analysis of 25 real world business 
pilots who developed Grid technology based solutions in the BEinGRID project. It is important 
to notice that they are used to illustrate different scenarios in a general level, and many kinds of 
variations can be found in the market. More examples of Grid value networks and value chains 
can be found in Gridipedia (2009).
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6.2 What a Grid Solution Consists of 

As mentioned before, a Grid solution is a result of collaboration between several 
market players whose products and services together form the solution provided 
to the end user. Next we will discuss what is really needed to build such solutions 
focusing on the most essential Grid market players and the exchange flows between 
them. 

6.2.1 The Grid Market Players

One common concern for newcomers in the Grid market is the wide variety of 
terms, definitions, and names relating to different market players. Often it might be 
almost impossible to make sense who is providing what to whom. Moreover, when 
reading these names and roles in IT news and publications it becomes very evident 
they are often used in an inconsistent manner. 

While it is not our remit here to turn this inconsistency into an organised consist-
ency, we aim to clarify the main market players and their roles as Grid service 
providers. The methodology for our analysis originates from the Porter’s well 
known value chain concept (Porter 1985) which has been widely used in the busi-
ness literature to describe the value creation system among organizations. The anal-
ysis of value creation systems helps to understand how the different entities work 
together to produce value, and the value creation analysis is considered as an effi-
cient tool for tracing product flows, showing the value adding stages, identifying the 
key actors and their working relationships.

Even as Porter’s value chain defends its position as one of the most applied 
analysing tools, more dynamic value creation analysis methods have appeared to 
describe the multiple interactions found in a networked economy. Value network is 
one of these methods, which enables the analysis of multidirectional, complex, and 
dynamic value creating relationships between two or more individuals, groups or 
organizations (Allee 2002, Pil and Holweg 2006, Tabscott et al. 2000). We define 
value network as a web of relationships that generates economic value and other 
benefits through complex dynamic exchanges. We apply value network analysis to 
illustrate and explain the dynamics which prevail in Grid technology based solu-
tions, and provide an overview of players involved and how the competences and 
value adding activities are divided among them (Stanoevska-Slabeva et al. 2007). 

The following table lists the most important market actors involved in the provi-
sion of Grid solutions. They are grouped into four clusters based on the activities 
they perform and the positions they take in the Grid value networks:

•	 Utility Computing core cluster comprises all the actors that provide the basic 
capabilities and resources required for offering infrastructure as a service, i.e, for 
providing utility computing. The environment created by the utility computing 
core cluster is the basis for providing applications in a SaaS manner by the 
Application/ SaaS provision cluster. 

•	 Application/SaaS provision cluster includes the market players that are needed 
to deliver the applications and services to the end user.
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•	 Telco sub-cluster is always needed to complete the two previous clusters. The 
telco cluster provides the connectivity and communication services among users 
and utility and/or SaaS providers. It is formed by the providers of the commu-
nication equipment and communication services. This type of cluster can be led 
by the network operator or network service provider.

•	 Some actors from Value Adding Service (VAS) and consultancy sub-cluster 
almost always complete the other value networks. This sub-cluster contains a 
wide range of actors that provide many different services to complete the solu-
tion, such as the integration into the products of different actors, and other 
specialised services (e.g. backroom functions like billing and insurance).

Table 6.1: Grid market players

Cluster Actors

Utility Computing core Resource/Infrastructure provider is in charge of providing 
the equipment (hardware, network and system resources) on 
which the Grid implementations run.

Resource/Infrastructure operator gives access to the equip-
ment and manages its use.

Grid middleware provider delivers libraries and executable 
codes that implement the Grid functionality (standards and 
either lower, middle or upper software).

Application/SaaS provision Service Provider provides software that is usually added to 
platforms or targeted to special niche markets. The service 
provider offers services that run on the technology in ques-
tion. These service providers often have strong relation-
ships with application providers or with operators. The main 
driver behind this business participant is that external service 
providers can offer their services to operators and application 
providers,

Software provider/Application provider is the first customer 
of a specific platform. An ISV (Individual Software Vendor) 
makes and sells software products that run on one or more 
computer hardware or operating system platforms on top of 
development packages to integrate software with the respective 
technology

Application service provider (ASP) supplies computer-based 
services to customers over a network. Software offered using 
an ASP model is also sometimes called on-demand software.

Telco or connectivity Telco network (equipment) provider delivers equipment 
(telco hardware and network resources) that build the telco 
network.

Telco network operator implements a broadband commu-
nication network, and offers real time functionality and easy 
access. It’s an enabler of communications.

Telco network service provider sells bandwidth under 
specific business criteria. Many times the network service 
provider and the network operator is the same company.
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Value adding and Consulting Systems integrator is in charge of the integration of the 
different modules (software, hardware) required to complete 
the Grid solution and brings the players together. With a tech-
nical role, the Systems Integrator may also do consultancy 
work besides installation, deployment and IT support.

Solution provider offers a package of network, middle-
ware and applications for the end-user. It may also provide 
consulting or Grid expertise so that solutions to problems can 
be determined and implemented.

Business consulting offers a solution to business problems, 
optimises processes, assists in preparing the business case, 
quantifies and does due diligence on business models, advises 
on business development and marketing.

IT consulting provides expertise for assistance in information 
technology processes, computing services and training.

Payment provider owns infrastructure and management to 
allow the payment transactions between actors. The financial 
flows among the different players may be managed by a sepa-
rate player, it can be a financial entity, a business consulting 
company, a broker, a network service provider, etc.

A reseller is a company that resells/distributes an existing 
solution provided by another company. It can be the whole 
suite, or one or more of its components.

The broker is an intermediary, who can also be the trusted 
third party. Brokers can advise which Grid solution is the best 
fit for a particular requirement. It provides services based on 
specific quality of service levels required by the end-users.

Trusted third party deals with contractual arrangements, 
financial settlements, and authentication of users (e.g. a bank 
or other financial entity).

Risk management services minimize the cost of services 
by finding the best deal from existing offerings based on the 
customer’s requirement and profile.

SLA/contract development and management services 
provide both consultancy and software tools to monitor and 
manage SLAs.

Insurance services provide financial assistance in the case of 
system disruptions and/or failures causing monetary losses.

Content providers create, aggregate and distribute data, infor-
mation and experience that are delivered to the end-users. The 
end-user can also provide the content themselves. Such content 
may be required to be processed and/or transformed in order to 
build the final “product”.

It is important to note that not all the roles listed in the table are required to build a 
Grid solution. The composition is determined by how simple or complex the solu-
tion may be. In addition, it is quite common for one market player to perform more 
than one role. In these cases, the delivery of a complex solution can be simplified.
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Figure 6.1 displays an example of a generic Grid value network based on the 
clusters and market players described above. The flows between market actors form 
a set of sub-clusters or mini-networks which are led by a market actor that bundles 
the offerings of several players together and joins them with the offerings of other 
players to form a complete solution. 

Fig. 6.1: A general Grid value network

A general Grid value network consists of the market players from utility computing, 
VAS, and telco clusters. In this example the system integrator and solution provider 
(VAS cluster) have important roles to bundle the solution and to coordinate the 
flows among the market players. The system integrator is in charge of integrating 
the application, Grid middleware and Grid resources (received from the market 
players of utility computing cluster) are needed to build the solution. The system 
integrator provides this solution (in forms of software and services) to the solution 
provider. The solution provider completes the solution by acquiring connectivity 
from the telco cluster, and provides the solution for the end user. The relationship 
between solution provider and end user is interactive, and the customer’s require-
ments play an important role in the solution definition. The solution provider also 
provides different kinds of consultancy services for the end user. The end user makes 
payment only to the solution provider but it is important to note that the price it pays 
at the point of delivery includes shares due to all the members of the value chain.
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6.2.2 The Flows

The exchange flows among the market players are multiple with variable contents. 
However, in practical terms the flows in Grid technology based solutions are quite 
similar to those in any other business and can be divided into three groups: 

•	 the flows of intangible benefits (e.g. technical, market and strategic knowledge, 
branding, loyalty and confidence)

•	 the flows of tangible goods (e.g. software, hardware, licences) 
•	 the financial flows2 (e.g. revenues and payments). 

The intangible exchanges are mostly informal, and they often have an immeasurable 
value in forms of tacit knowledge, confidentiality, and reputation. For example a 
SaaS provider who cooperates with a Grid resource and infrastructure provider with 
a high prestige super computing centre, can use that reputation as a marketing tool 
to point out and stress the reliability of his service.

The flows of tangible goods are mainly related to software and licences. The 
licenses and the content of the flows depend on the Grid solution in question. For 
example when considering commercial software running in an end user’s premises 
(an internal Grid deployment) the following questions become essential: how many 
and what kind of licenses (e.g. node locked, floating, usage based) are needed, and 
what kind of payment options are available. If the end user uses an in-house appli-
cation the license flows (and possible payments) are internal among the different 
departments of the end user organization. In the external Grid deployment the situ-
ation is different, and the service provider has to acquire the licenses from the ISVs 
(Individual Software Vendor), or have a special agreement with the ISV for the use 
of Grid-enabled application (Stanoevska-Slabeva et al. 2008).

The financial flows represent how the costs and revenues are shared between 
the different market actors, and they help to understand how the final price paid 
by the end user is formed. As presented in the value network picture, the payments 
are most commonly related to the use of computing resources, network connection, 
software licenses, and different kinds of value adding and consultancy services. 
Using the Grid value network (fig. 6.3) as an example, we can see that the only 
market player who receives a payment from the end user is a solution provider. 
This means that the price the end user pays the service provider covers multiple 
payments which are distributed to the different market players via normal supplier 
payments. 

Observing the financial flows from the end user’s perspective we can distinguish 
following payments and cost types:

•	 One-time investment: in hardware, software, installation and integration costs 
necessary to integrate the new solution in the existing infrastructure of the user. 
Depending on the level of integration of the solution, this amount may be paid 
to the one player providing the whole service (for example the solution provider) 

2 Financial flows are usually considered as tangible goods. However, we separate them for clarity 
in order to differentiate between different types of flows/exchanges.
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or to several of them (for example one or more solution providers and system 
integrators).

•	 Permanent payment: payments related to run the solution including software 
licenses, usage of resources and network, and support services and other Value 
Added Services. As in the one-time investment, how many market players the 
end user has to pay depends of the level of solution integration.

•	 Consumption based payment: measured consumption of utility computing or 
SaaS. The end user makes payments to the SaaS and/or application providers on 
a PAYG basis. 

6.3 Grid Value Networks

As seen in the previous section, Grid-based solutions can be complex. But, for the 
end-user, this complexity is hidden, and the end-user can think they are getting all 
of the solution from one provider. Normally the player that is in charge of the end-
user contact bundles the different offerings into a complete solution and synchro-
nizes different pricing and licensing models, and releases the customer from the 
necessity of having to deal with several providers. However, in order to evaluate the 
service provider’s capabilities to provide the solution, the end-user should be aware 
of the main structure behind the solution. Next we will describe value networks 
for internal (Grid-enabled application) and external (utility computing and SaaS) 
deployments. Special attention is paid on the end-user’s roles as a solution builder 
and receiver.

6.3.1 Grid-enabled Application (Internal Deployment)

In an internal deployment scenario, the Grid-enabled application runs in an organi-
zation’s own in-house infrastructure, and the end user’s motivation for Grid solution 
may be to maximize the use of their own existing IT infrastructure. In this scenario 
the end user’s organization already has computing (hardware) resources available 
(or they will be acquired), and they deploy internal Grid solutions to make more 
efficient use of these resources, and/or to use additional capacity to run jobs faster. 
A general value network for internal Grid deployment is present in the figure 6.2. 
The main market players are:

•	 End-user (normally a department within the organization that uses the Grid-
enabled application).

•	 Grid resource provider supplies the hardware needed to run the Grid-enabled 
application.

•	 Grid middleware provider develops/provides the middleware that is required to 
create the Grid infrastructure for Grid-enabled application.

•	 Application provider creates a new application or adapts an existing one to be 
executed over a Grid on top of the interfaces provided by the Grid infrastructure. 
The adaptation of the application to the Grid is normally done by the application 
provider, the Grid software provider, or the system integrator.
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•	 System Integrator is responsible for integrating the different elements to complete 
the solution. The system integrator plays a key role in the definition of the solu-
tion, and in many cases also covers also the role of Grid software provider based 
on an existing middleware.

Fig. 6.2: Internal Grid deployment value network

The end-user is an essential player in this scenario, and in addition to the obvious 
involvement of the solution receiver and user, they may also provide the Grid 
resources and the application (these three roles are included in the box in the 
figure 6.2). End-user roles can be clarified as following:

•	 End-user as a hardware provider: The end user already owns the hardware 
resources where the application runs. These resources can be specialised hard-
ware dedicated only to run the Grid application or equipment that is used for 
other applications, such as desktop computers whose spare computing cycles 
can be utilised. In this case, the cost of implementing the application is signifi-
cantly reduced. In other cases, resources are rented or bought from external 
providers (Grid resource provider) and deployed on the end user’s premises. 
This role is performed normally by an IT department.

•	 End-user as an application provider: The end-user provides the software appli-
cation (in-house or custom software) which runs on the Grid infrastructure. The 
application can either be the existing application, which will be Grid-enabled 
or a new application what is designed to run directly on Grid infrastructure. In 
both cases the system integrator has an important role in the software adaptation.

•	 End-user as an IT organization: The IT department leads the Grid project inter-
nally and is a contact point for the external providers. It also ensures that the 
application meets the user needs and manages the provision.

Contact points for the end user: Whether the end-user has a simple or multiple role, 
the simplest option for it to get the solution is to contact a system integrator who has 
the necessary knowledge and experience to “Gridify” the current application or to 
build a new application which have the same functionalities as the current (but not 
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Grid-enabled) one. In that case the system integrator organises the whole solution. 
The end user pays the system integrator a one off payment for the settlement of the 
solution, and the permanent payments for the possible value adding services (new 
functionalities, tailoring the application, training, maintenance etc.). In the case that 
end user rents the hardware resources, he/she also makes periodic payments for 
the Grid hardware provider. Additionally the end user makes the periodic fixed 
payments for licenses (in the case that in-house software is not used) and ongoing 
maintenance of the software.

Other option, especially if the end user does not own the application, is to contact 
directly the application provider who builds and/or gridifies the existing application. 
In addition to application adaptation, the application provider may also supply Grid 
middleware and other services (e.g. training and consulting), and even integrate the 
whole solution. In that case the payments are similar as in the previous case.

The market regarding Grid middleware and Grid-based applications is relatively 
clearly segmented. There are Open Source Grid middlewares (e.g. Globus Toolkit, 
UNICORE, and gLite), Grid middleware providers that provide a platform to adapt 
applications to a Grid environment (e.g. Platform, Grid Solutions, Univa UD, and 
ProActive), software vendors that migrate their applications to a Grid platform, and 
IT consulting companies that provide custom solutions. These are all good contact 
points for end users interested in the internal Grid deployments.

Challenges: Building an internal Grid solution can be a complex project, and 
the end-user has to be prepared for time consuming migration process which 
may involve changes in the technical infrastructure, IT governance, and culture. 
Moreover, it changes the ways the resources are used and computing is performed 
inside the organization, it may blur the departmental borders, and it also requires 
changes in the existing applications. Thus, long term planning, effective change 
management, and real business and technical commitments are essential in order to 
reduce the risk that the process ends up joining the list of IT projects that went over 
budget and/or over time. 

6.3.2 Utility Computing (External Deployment)

Utility computing is referred to the provision of Grid computing and applications as 
service either as an open Grid utility, or as a hosting solution for an organization or 
a virtual organization (VO). Utility computing providers deliver a mix of systems, 
storage, computing, networking and software capabilities. This capacity offering 
can be used to underpin many other businesses whose users may be completely 
unaware of the underlying infrastructure they are using.

This offering is targeted at customers from SMEs to large enterprises and 
Government departments. For example SMEs may elect to effectively outsource 
their IT infrastructure to “The Cloud” whereas large enterprises and Government 
departments may prefer to take care of the day to day requirements internally and 
handle peak requirements by accessing external services from time to time as and 
when required. The general value network for utility computing is present in the 
figure 6.3. 
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Fig. 6.3: Utility computing value network

The main market players are:

•	 The Grid resource provider is responsible for the provision of the resources on 
which the application or the virtual machines run. Super computing centres with 
big computing farms are examples of Grid resource providers. 

•	 The software/service provider offers a range of services (computing, storage, 
security, etc.) for the end users to build, deploy, and run their applications 
or virtual machines, and one of its core competencies is the management of 
a massive data centre. The service provider deals with capacity planning to 
support elastic workloads and track consumption to determine the costs to be 
charged. It’s also usual that these services are provided by the Grid Resources 
provider, although there may be a gap for third party services.

•	 The Grid software provider supplies the middleware required to run on top of the 
resources in the Grid. In most cases, all the big market players have built their 
own Grid infrastructure and developed the middleware internally.

Often these three roles are merged, and one provider takes on all the three aforemen-
tioned roles, and builds the whole solution. 

Compared to the internal Grid deployment, the role of the end user changes 
remarkably in the utility computing scenario. While in the first scenario, the Grid 
adoption may require considerable internal changes, in practice, the latter one just 
means outsourcing certain IT activities. This outsourcing may range from long term 
contracts where the end-user outsources all or part of the IT activities to intermittent 
customers who buy capacity only as and when needed. 

Most important flows between the end user and service providers are the serv-
ices and payments. The end user either pays a fixed fee (e.g. a subscription) or a 
variable fee for a measured use of a service. A fixed fee normally includes limited 
computing cycles, traffic, storage and other features such as accounts, and a variable 
charge for additional consumption of resources. The use based payment is variable, 
and the amount depends on the consumption of resources.
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Contact points for the end user: As mentioned before in many cases the end user 
can obtain the service from the one provider who also builds the whole solution. 
Examples of utility computing providers are the “traditional” players like IBM, HP, 
SUN and newer companies like Amazon, Flexiscale, GoGrid, MediaTemple and 
Mosso. They provide a high availability platform which is flexible and scalable, 
and consists of a set of services to create and manage the virtual servers or applica-
tions that run on them. Some providers also allow the creation of applications using 
programming languages (for example Google App Engine).

Challenges and considerations: The decision to outsource IT related activities is 
always critical. The most common implication of the utility computing, for the end 
user, is that the activities commonly performed inside the organizational boundaries 
are performed externally. Several issues are worth of careful consideration. First 
of all, what kind of activities can be performed outside the organizational bounda-
ries? For example, national data protection laws can prohibit sending certain kind of 
information outside the country of origin, and/or the end-user may need to consider 
very carefully what kind of information it is best to keep inside its own organiza-
tion (e.g. issues related to core competences). In both cases, the data confidentiality 
and security are of high importance. Secondly, the licensing issues may also require 
careful consideration. In the case that end-user wants to use commercial software 
in the external Grid infrastructure it needs to be clarified that the existing licensing 
agreements are not violated. Thirdly, end user has to evaluate carefully the provid-
er’s capacities and capabilities to provide the service (e.g. reliability, scalability, the 
maturity of the technology), and the service level agreements (SLAs) need to be 
negotiated carefully, by taking into account business needs, technical requirement, 
enforceability and redress.

6.3.3 Software as a Service (External Deployment)

SaaS makes software accessible according to a service/utility model. Users don’t 
need to purchase, install and configure a software package in order to have it avail-
able on their system as and when they want to use it. They simply access, typi-
cally over a browser, the software that is pre-prepared and ready for use at some 
remote location. Traditional software licenses are usually replaced by the agree-
ments between users and software providers. These agreements, besides specifying 
the information included in a traditional software license (eg duration, price, etc.), 
might also contain information about the software’s efficiency, reliability, accessi-
bility, etc. SaaS is a good solution for both large organizations and SMEs, and the 
reasons to choose SaaS are many, e.g. to keep the TCO3 light, to access the software 
without paying the fixed licenses, or to complete on-premise licenses with SaaS in 
the occasional peaks. However, many of the current pricing models are designed for 
deployments for SMEs, and they break down, from a cost perspective, in large-scale 

3 The concept of TCO is used as a financial estimate to help decision makers to determine direct 
and indirect costs of a product or a system. In computer and software industry TCO is used to 
estimate the financial impact of deploying an information technology product (hardware and 
software) over its life cycle (Wikipedia 2009d). 
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deployments. While the cost benefits of solutions should become evident over time, 
in the short and medium terms, large-scale deployments might still be more cost-
effective in an on-premise model.

Fig. 6.4: SaaS value network

Figure 6.4 displays the value network for a Software as a Service solution, and it 
consist of the following market players:

•	 The solution provider is the focal actor who usually organises and provides the 
solution to the end-user. Its business is to offer the service to the end users, 
charge them based on the service consumption, and redistribute the payments 
between the different value network members. Usually the solution provider 
is active in a specific economic sector and targets the solution to this market 
segment.

•	 The service provider provides the software services that are used by the end-
users with the quality levels specified by the service level agreements. The 
service provider must be able to support elastic workloads and track consump-
tion to determine the costs to be charged. Often the roles of solution and service 
providers are unified, and one company provides the solution and the service.

•	 The application provider provides the software which constitutes the SaaS offer. 
SaaS providers are often companies that specialize in providing SaaS solutions 
or companies that have extended their product portfolios from SaaP to SaaS.

•	 The Grid resource provider is responsible for the hardware resources where the 
applications are hosted. 

•	 The Grid middleware provider provides the middleware that is required to create 
the Grid infrastructure in which the Grid-enabled application runs. 
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The System integrator is needed to put all the parts together and bundle the solu-
tion, and often it also provides consultancy services besides coordination, installa-
tion, deployment and IT support. In addition to the actors and roles defined, other 
market players that form a VAS cluster (e.g. payment and consultancy providers) 
are involved.

For the end user, SaaS is a seemingly simple solution, and it promises a fast and 
easy access to the service without any (or at least any significant) changes in the 
end user’s IT structure, because almost everything is done via the automated web 
marketplace, with little or no human interference. However, the pros and cons should 
be always analyzed carefully before making the buying decision, and depending on 
the SaaS in question (e.g. business critical or peripheral, and its economic value) 
the IT managers, application users, and legal department (SLA negotiation) should 
be involved.

Contact points for the end user: in a typical scenario, the solution provider is the 
contact with the end user, and the most important flows (from the end-user’s point 
of view) are the services and payments with the solution provider.

Today at the market the interesting contact points for the end users are:

•	 Companies who already possess large infrastructures like Amazon, Google. 
Microsoft, Dell, Yahoo, IBM, SUN and Apple are already exploring the Grid 
(the Cloud) in different stadia. They have large infrastructures, have discov-
ered ways to deliver economies of scale on storage unavailable to many other 
enterprises and/or they have a large position in software provisioning that needs 
to be defended. Google struck the first blow in February 2007 with its $50 per 
user, per year enterprise Gmail offer. Gartner estimates that Google’s own cost 
of goods sold for enterprise Gmail is no more than $4 per user per year — 
with the biggest expenses being electricity and storage. Ultimately, the single 
greatest cost for e-mail operations in the next 10 years will be level-one help-
desk support, bypassing both licensing and operational costs. Providers of utility 
computing appear to be converging with providers of SaaS to target a wider 
market (Cain 2008). 

•	 Application providers who want to evolve and are evolving from SaaP to SaaS 
offerings, e.g. Oracle, PeopleSoft, SAP and Siebel.

•	 New SaaS providers like Salesnet.com and Salesforce.com.

Challenges and considerations: Despite of the apparent user-friendliness of SaaS, 
end user should be aware of several issues before the decision to start to use SaaS. 
Firstly, for the provider SaaS is quite complex and its provision involves often many 
market players. Moreover, SaaS is a relatively new software provision model, and 
the business model may not yet be fully developed. Thus, the end-user should eval-
uate carefully the provider’s capacity and capabilities to provide the service in ques-
tion. In general, the provider’s reliability, the system’s scalability, confidentiality 
and security issues are very important issues. Also the Service Level Agreements 
(SLAs) should be negotiated carefully by taking into account business needs and 
technical requirements. Secondly, the scope and scale the end-user decides to 
externalize and the use of certain software (e.g. business-critical vs. peripheral 
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applications) is crucial. It should be taken into careful consideration which kind 
of effect disruption and/or a complete breakdown, e.g. the possible network prob-
lems (down time, latency etc.) might have on the ability of the business to function 
normally. Moreover, getting a SaaS implementation fully up and running, often 
takes more time and resources (e.g. integration to existing systems, training, config-
uration and data migration according) than expected (Roth 2008).

6.4 Conclusions

In this section we have provided an overview of the Grid market players and their 
roles in a Grid solution provision. Based on their offerings the market players can 
be grouped into Utility computing core, SaaS/Application, Telco, and VAS clusters 
which all have their specific functions in Grid value networks and Grid service provi-
sion. We have presented Grid value networks to illustrate what a Grid solution really 
consists of, described the specific roles of each market player and explained how 
they contribute to build and/or to provide the Grid solution. Also the exchange flows 
(tangible, intangible and financial) among different market players were described 
in order to clarify the content of these business relationships. Finally we paid special 
attention to three Grid solutions (internal Grid deployment, utility computing, and 
SaaS), and provided examples of possible contact points for the end users interested 
to deploy these solutions. 



7 Legal Issues in Grid and Cloud Computing 

Davide M. Parrilli

7.1 Introduction: the Lawyer’s Perspective about Grid and Cloud 
Computing 

A business scenario based on the adoption and implementation of Grid and Cloud 
technology presents many legal issues that have to be taken into account by compa-
nies and individuals that plan to start a Grid/Cloud-based business. In general terms, 
Grid/Cloud technology is not ‘neutral’, in the sense that it brings several particulari-
ties as regards, contractual and security profiles (Parrilli et al. 2008). In other words, 
a contract between a Grid/Cloud provider and a customer is likely to be slightly 
different from an agreement between a provider of a different technology (not based 
on dispersed resources) and a client.

The legal issues that affect a Grid/Cloud-based business are many, and include, 
just to mention a few, contract law, intellectual property rights, privacy law, taxa-
tion, etc. The aim of this chapter is that of providing the reader with some clari-
fications and guidelines as regards the most relevant legal issues that a typical 
customer should take into consideration when reviewing the terms for the provi-
sion of Grid/Cloud services from a technology provider. Two moments will 
be specifically analysed: (i) the contract, or contracts, signed by the customer 
and the Grid/Cloud provider, i.e. formation, validity and enforceability of the 
agreement(s); (ii) the contractual relationship following the signing of the agree-
ment, in connection with the liabilities of and the remedies at the disposal of 
the parties. Special attention will be dedicated to security (and privacy) profiles, 
which are supposed to be the Achilles’ heel in Grid and Cloud computing. A 
few comments will also be dedicated to the most relevant taxation issue. In other 
words, we guide a typical customer in the process of entering into an agreement 

any) and the signing of the contract. Furthermore, we will identify the risks under-
lying the contract and explain how these risks can be reduced or avoided. When 
the agreement is ready for signature, our mission will end.

From a different perspective, then, the goal of the following pages is to show 
how legal barriers for customers can be reduced, nevertheless taking into account 
that these are heavily influenced by the business environment in which the Grid/
Cloud provider and the client operate. In other words, in business to business (B2B) 
scenarios (this chapter does not address business to consumer – B2C – issues) the 
client does not receive special protection from the law, in recognition of the prin-
ciple that businesses are normally in positions of equal strength during the nego-
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with a technology provider and therefore we will follow the negotiations phase (if 

on Technology and Applications, DOI 10.1007/978-3-642-05193-7_7,  
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tiations.1 This statement is clearly unrealistic given the fact that, in most cases, the 
Grid/Cloud provider is a big international player and the customer might be an 
SME or even a micro-enterprise. The latter, of course, will have little or no power 
to negotiate more favourable clauses and the only option is to sign or not to sign 
the contract drafted by the technology provider. Nevertheless, the customer should 
check whether this contract is too risky, in the sense, for instance, that the provider 
does not take any liability and the customer does not have the right to enforce the 
contract, or the scope for such enforcement is very limited.

This means that the non-legal categories of trust and reputation will play a 
pivotal role and will guide potential investors to opt for a Grid or Cloud provider 
instead of its competitors. Trust and reputation, although very important, are not 
enough: the customer, in other terms, does not have to be impressed by the brand 
of the Grid/Cloud provider but should verify whether he gets enough protection 
under the contract offered to him. Things are different, of course, if the parties are 
in the position to really negotiate the content of the agreement(s), and in this situ-
ation they should balance risks and liabilities between them. It is advisable that 
the contract(s) is as complete and balanced as possible, in the sense that it should 
encompass possible situations like non-compliance, litigation, etc and should moti-
vate both parties to respect it. 

In other terms, a contract which is too unbalanced in favour of the provider, for 
instance, is likely to offer him reasons not to supply the services at the promised 
quality and to favour bigger and/or more ‘important’ clients. Selection and differ-
entiation between clients is an obvious practice from the business perspective, but 
it should not damage or discriminate against a certain group of customers. The law 
and economics literature showed, in fact, that one of the purposes of contract law 
is “to secure optimal commitment to performing” and, in particular, that “when 
liability is set at the efficient level, the promisor will perform if performance is more 
efficient than breaching, and the promisor will breach if breaching is more efficient 
than performing” (Cooter and Ulen 2004).

In light of these considerations, the first issue to address regards the contracts 
made by a Grid or Cloud provider and a customer to regulate their business relation-
ship. Special attention will be dedicated to the Service Level Agreement (SLA) and 
to its potentially related agreements.

7.2 The Contractual Relationship between Grid/Cloud Provider and 
Customer: the Contract

The provision of Grid or Cloud services by a technology supplier shall obviously 
be regulated by a contract, or a group of contracts, that will govern the specific 

1 The literature pointed out, as regards civil procedure (but the statement is true also as 
regards other legal issues), that “because the consumer is the weaker party, who often pays 
in advance for the transaction to take place and cannot influence the unilateral terms of 
contract that are offered, the balance in relation to jurisdiction leans towards the consumer.” 
(Storskrubb 2008)
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‘position’ of each party in the relationship, i.e. the duties, liabilities, remedies, etc. 
of each contractor will be stated in the agreement and each party will be bound to 
respect the obligations contained there. The agreement that plays a pivotal role in a 
Grid and Cloud scenario is the SLA, which can be defined as “a part of the contract 
between the service provider and its customers. It describes the provider’s commit-
ments and specifies penalties if those commitments are not met” (Leff et al. 2003). 
As said above, and as frequently happens in the practice, the Grid/Cloud provider 
and the customer can ‘concentrate’ all the provisions that will govern their relation-
ship in the SLA or enter into more than one agreement. The SLA will be focused on 
the most relevant technical specifications linked to the provision of the service, and 
one of its main goals will be to define the quality of the service (QoS) promised by 
the supplier. QoS means, more specifically, the availability and performance levels, 
in other words the level of performance guaranteed (it will be showed infra to what 
extent) by the provider.

All other clauses regarding liability, warranties, confidentiality, etc may 
be included in another contract (that can be called, for instance, the Customer 
Agreement), and this is often the case in point with big international Grid/Cloud 
computing and storage capacity providers. Nevertheless, the reader should be 
aware that in practice many combinations are possible, e.g. the provision about 
fees can be included in the Customer Agreement, while liabilities may be regu-
lated by the SLA. The names of the agreements are not really relevant to the ends 
of our analysis: what is pivotal is the content of some sensitive clauses and the fact 
that the agreements made by the parties must be legally valid and enforceable. We 
illustrate this point with an example that involves two imaginary European compa-
nies: SuperICTResources, a German technology provider, and SaaSforyou, a Dutch 
customer/SaaS provider. If we assume that they negotiate the content of their agree-
ment, we see that it is probably easier for them to have a unique contract (or SLA) 
instead of a plurality of agreements, unless this is necessary or useful in light of the 
specific situations and needs of the parties. Especially if more services are involved, 
it may be convenient to draft a frame agreement, aimed to regulate the overall rela-
tionships, and many SLAs tailored to the specific service provisions.

From a different perspective, it is important to point out the distinction – which 
is relevant from the legal point of view, in relation to the negotiation of contracts and 
therefore the content of the contractual provisions – between (i) agreements negoti-
ated on a case-by-case basis by the parties (like in the case of SuperICTResources 
and SaaSforyou) and (ii) agreements drafted unilaterally by the Grid/Cloud provider 
and imposed to the client (e.g. if SaaSforyou buys Grid or Cloud capacity from 
Amazon, Sun, etc). In the latter case, the customer, if he wants to buy the services 
of the provider, can only accept the SLA and the other agreements proposed by the 
supplier, with no possibility to change or amend the content of the provisions. In this 
regard, it is unrealistic to expect a big provider, like for instance Amazon, Sun, etc, 
to negotiate every agreement with its clients because of the high costs of negotia-
tions and the risks of inefficiency linked to this.

Therefore, given the fact, that “a key goal of Grid computing is to deliver manage-
ment on top of the allocated resources which include for example availability of 
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resources (compute resources, storage, etc) and network performance (latency, 
throughput)” (Padgett et al. 2005), the typical minimum content of the SLA should 
be the following:

1. Availability: this clause indicates the percentage of time, usually on a monthly 
basis, in which the Grid/Cloud service supplied by the provider will be available. 
With this regard, it is very important to point out that Grid computing is expected 
to increase the quality of the services delivered and therefore the customer has 
many good reasons to require availability very close to 100 % (the same applies 
to Cloud computing). In our example, it is realistic to imagine that SaaSforyou 
chooses SuperICTResources as technology provider because the latter is able to 
offer an extremely high availability. In the case of a SLA specifically negotiated 
by the parties, the customer may be in the position to bargain and obtain a favour-
able and realistic level of availability. While in the case of a standard SLA drafted 
unilaterally by the provider the client can only accept or refuse the offer, i.e. he 
can enter or not enter into the agreement. The business practice shows that big 
international Grid and Cloud computing providers normally guarantee an avail-
ability ranging from 99,9 % to 100 %, and this demonstrates clearly that Grid and 
Cloud computing has a notable impact on the QoS to which the provider commits 
himself.

2. Performance: the objective of this provision is to assure the achievement of com-
monly accepted computing, storage, and network element performance capabili-
ties according to the class of hardware and bandwidths installed. Legally speak-
ing, the content of this clause will depend on the infrastructure adopted by the 
provider and therefore the margin for negotiations, especially if the customer is 
an SME or a private user (like, we assume, SaaSforyou), is usually quite limited.

3. Downtime and service suspension: this clause should not find room in an SLA 
(or other contract) in a Grid/Cloud environment, and in general in dispersed com-
pute resources scenarios, provided that failures at the level of a single server or 
cluster (i.e. Grid/Cloud component) should be compensated by the other ones. 
Nevertheless, agreements unilaterally drafted by big international providers of-
ten state that access to and use of the service, or part of the service, may be 
suspended for the duration of (i) any unscheduled downtime or unavailability of 
a portion or all of the service and of (ii) scheduled downtime for maintenance or 
modifications to the service.

4. Security: this part of the SLA is of fundamental importance as it will commit the 
provider to a certain level of security in order to protect the information and data 
supplied by the customer and to prevent harmful components from being deliv-
ered to the customers’ computers. The client should therefore pay great attention 
to this clause and, if the SLA is negotiated by the parties, should require that 
the security standards are set in the contract, so that the provider will be bound 
to respect them (see infra for further details). The business practice shows that 
the SLAs unilaterally drafted by the big Grid/Cloud players tend not to mention 
security requirements, so that the customer basically has to trust the supplier. 
Provided that trust, as pointed out above, is not a legal category, it is highly ad-
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visable that the provider accepts to follow and to implement a security strategy 
aimed to protect customer’s data at multiple levels (i.e. mainly data security, 
data integrity, data privacy). Furthermore, the Grid/Cloud supplier should apply 
security tools to his systems and should commit himself to maintain the cus-
tomer’s data on secured servers (e.g. located in a custom-built data centre with 
full physical access control). If the business carried out by the customer concerns 
extremely valuable data (e.g. financial, medical, etc), the SLA may and should 
list the names of the employees authorised to have access to the servers. From a 
different perspective, the customer may have reasons to require that the provider 
uses only his servers and that he does not outsource Grid or Cloud capacity to 
other providers, thus limiting the security risks. This may appear to be against the 
rationale behind Grid (and Cloud) computing paradigm, but it can be reasonable 
when losing or damaging customer’s data could cause serious damage. 

5. Fees: this clause will regulate the prices that the customer will pay to the provider 
for the supply of Grid/Cloud services.

6. Support services: these are particularly important for the client in order to mini-
mise the damages in case of failures in the provision of the services, and it is ad-
visable that the provider commits himself to respect a certain response time and 
to be available to solve problems as much and as quickly as possible (e.g. on a 
24/7 basis). This also applies to disaster recovery, which should be done as soon 
as possible by the supplier. The lack of contractual obligations for the provider to 
do so may result in enormous damages for the customer without the possibility 
to claim compensation. 

Provided this minimum necessary content is in the SLA (or other contract as appli-
cable), the reader should be aware of some remarks as regards the validity of the 
agreement, more specifically the legal requirements to respect in order to have a 
contract which is valid and enforceable. This is a matter of national law, and there-
fore every jurisdiction sets specific rules in the field. Nevertheless, without entering 
into further details, it is possible to say that an offer made by the offeror followed by 
the acceptance of the offeree, together with the will to enter into an agreement, and 
provided that the parties have the necessary legal capacity required by the applicable 
law, is a valid contract (Beale et al. 2002). An additional requirement is the cause 
(in some civil law countries, like France, Italy, Belgium, etc) and the considera-
tion (in common law jurisdictions, e.g. England and the United States): the former 
can be defined as the economic reasons behind the contract (e.g. payment of a fee 
in exchange for a service or good), while the latter can be described as “what the 
promise gives the promisor to induce the promise”2 (Beale et al. 2002). 

Special attention should be devoted to the legal capacity of the person who signs 
the contract, more specifically the employee or director who enters into an agree-
ment on behalf of his company should have the power to do this. A contract signed 
by a person with no legal capacity can be, depending on the applicable law and on 

2 “The delivery of a car, the painting of a house, or a promise to deliver crops may be consid-
eration for a promise of future payment.” (Cooter and Ulen 2004)
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the circumstances, void or voidable. Another aspect to take into account is whether 
the SLA and/or the other related contract should be made in written form (with 
signature of the parties). This also depends on the applicable legislation and, in 
general terms, the agreement for the provision of a service can be made in whatso-
ever form in Europe (Beale et al. 2002). With this regard, Article 9(2) of the Rome 
Convention3 on contractual obligations states that “A contract concluded between 
persons who are in different countries is formally valid if it satisfies the formal 
requirements of the law which governs it under this Convention or of the law of one 
of those countries.” This means that an agreement made, for instance, by a Dutch 
customer (SaaSforyou) and a German Grid or Cloud provider (SuperICTResources) 
is valid if it respects the formal requirements set forth by Dutch or German law.

If the parties are established in the same jurisdiction, Article 9(1), following the 
rationale behind the abovementioned second paragraph of Article 9 to recognise 
as much as possible the validity of an agreement (favor negotii), points out that 
“A contract concluded between persons who are in the same country is formally 
valid if it satisfies the formal requirements of the law which governs it under this 
Convention or of the law of the country where it is concluded.”

The fact that the written form is not a validity requirement for the contract does 
not necessarily mean that it is not convenient for the parties to have a written and 
signed copy of the agreement in case it is needed or useful, especially in order to 
have evidence of the existence of the contract and of its content. In this regard, the 
Grid/Cloud provider and the customer can make an electronic contract to which the 
electronic signatures of the parties are attached, or, more traditionally, can make a 
paper-based copy of the contracts with ‘real’ signatures. In principle, provided the 
legal value conferred by the applicable legislation of the European Union (EU) to 
the electronic signature4 , the two versions of the agreement shall have exactly the 
same validity and effects. 

Finally, we focus on some other important clauses that the parties should include 
in the SLA (or in another contract, according to the case) or that are likely to be 
encountered in the agreements drafted by the big international providers:

3 1980 Rome Convention on the law applicable to contractual obligations (consolidated 
version) [OJ C 27, 26/01/1998, p. 34-46]. For contracts concluded after 17 December 2009, 
Regulation (EC) 593/2008 of 17 June 2008 on the law applicable to contractual obligations 
(Rome I) [OJ L 177, 4/7/2008, p. 6-16] will apply. Art. 11(2) states that “A contract 
concluded between persons who, or whose agents, are in different countries at the time of 
its conclusion is formally valid if it satisfies the formal requirements of the law which 
governs it in substance under this Regulation, or of the law of either of the countries where 
either of the parties or their agent is present at the time of conclusion, or of the law of the 
country where either of the parties had his habitual residence at that time.” With this regard, 
Art. 19(1) specifies that “For the purposes of this Regulation, the habitual residence of 
companies and other bodies, corporate or unincorporated, shall be the place of central 
administration.”

4 See, in particular, Directive 1999/93/EC of the European Parliament and of the Council of 
13 December 1999 on a Community framework for electronic signatures [OJ L 13, 
19/1/2000, p. 12-20].
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1. Description of the service: a clear description of the service provided by the tech-
nology supplier, apart from the QoS, will avoid discussions and litigation. The 
listing of extra services that could be provided free of charge or under payment 
is equally important.

2. Modification of the agreement: this clause should state whether the provider can 
unilaterally modify the service and the agreement (and, if so, how and to what 
extent) or whether only modifications negotiated and agreed by the parties are 
acceptable.

3. Termination of the agreement: it is particularly important to state when the con-
tract will end and how it can be renewed (automatically, or after new negotiations 
and signing of a new contract). Furthermore, the parties should state whether or 
not they can unilaterally terminate the agreement and, if so, which notice period 
applies. It is common practice that severe violations of the contractual obliga-
tions by one party give the other the right to terminate the agreement. Examples 
of such violations by the customer include being in default with payments, mis-
use of the service, attempt to break security mechanisms, bankruptcy proceed-
ings, etc. The agreement should also regulate the effects of termination, like data 
preservation (the technology supplier could not erase the data provided by the 
client without permission) and post-termination assistance.

4. Prohibited services: it is advisable that the Grid or Cloud provider, in order to 
avoid any potential liability, requires the SLA or other agreement to include a 
clause prohibiting the customer to use the Grid/Cloud infrastructure to operate 
a site or a service that, for instance, permits gambling, facilitates child pornog-
raphy or other illegal activities, engages in practices like phishing or pharming, 
distributes viruses, spyware or other malicious applications, violates third par-
ties’ copyright, etc.

5. Licenses: this provision will state that whatever software, if any, distributed by 
the Grid/Cloud provider to the customer will only be licensed, under specific 
terms, to the client (with no transfer of ‘ownership’). Usually the license will be 
limited, non-exclusive and non-transferable.

6. Confidentiality: all confidential information regarding either the provider or the 
customer may not be disclosed without prior authorization during the contractual 
relationship and for a certain period of time after the termination of the agree-
ment. Confidential information is deemed to be information designated by the 
disclosing party as confidential or that, given the nature of the information and 
the circumstances of its disclosing, should reasonably be understood to be con-
fidential. Possible exceptions to confidentiality obligations are, inter alia: (i) if 
the information is or becomes public knowledge (without fault of the party con-
cerned); or (ii) if and to the extent that information is required to be disclosed by 
a party to a regulatory or governmental authority or otherwise by law.

7. Intellectual property rights: the clause will state that every party keeps his intel-
lectual property rights over the service provided, any technology or software 
supplied and any content or data sent or shared. In particular, the de facto situa-
tion of enjoyment and use of these rights does not modify the legal situation of 
‘ownership’.
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7.3 The Contractual Relationship between Grid/Cloud Provider and 
Customer: the Relationship

In the previous section we addressed how the relationship between a Grid/Cloud 
provider and a customer can be established and we analysed the minimum content 
necessary for a SLA that regulates such a relation. A contractual connection can be 
compared to the life of a person: the signing of the agreement corresponds to his 
birth, the breaches of the contract and liabilities to sicknesses, the contractual and 
extra-contractual remedies to the medicines taken to cure the illness, the termination 
of the agreement to his death. The focus of this section will be on the life and on the 
sicknesses of this imaginary person whose name is contract. 

It is pivotal to also point out that the contractual relationship between a Grid/
Cloud provider and an end user undoubtedly depends on the negotiating power 
of the parties, and this is in particular true as regards liabilities of the technology 
supplier. As it will be shown infra, big international providers, when dealing with 
‘normal’ customers (basically individuals and small businesses) tend to exclude as 
many of their liabilities as possible, so that the risk is almost entirely borne by the 
customer. This means that, in practice, a person or small undertaking willing to 
enter into Grid/Cloud-enabled business should be aware of the fact that, unless he is 
able to negotiate specific and more favourable clauses with a technology provider, 
he will basically have few if any remedies in case the technology provider does not 
supply the services according to the promised QoS or if he does not provide them at 
all because, for example, his business is wound up. This topic is extremely impor-
tant and has a great impact on the operations of the customer, but firstly the reader 
should be acquainted with the law governing the contract, i.e. how the contractual 
relationship is managed from the legal point of view.

7.3.1 The Law Applicable to the Contract

As we said above, SuperICTResources, a German technology supplier, provides Grid 
or Cloud capacity to SaaSforyou, a small enterprise established in the Netherlands. 
The parties enter into an SLA which regulates their contractual relationship in its 
entirety, from QoS and security to liabilities and termination. The content of the 
agreement is quite wide and the negotiators, who do not have a legal background, 
do not take into account a very important question: which law will govern this SLA? 

We will provide the reader with an answer (focused on the applicable European 
legal framework) to this question, pointing out firstly that it is extremely advisable 
that the contract states expressly which law is applicable to it, in order to avoid 
potential problems linked to the interpretation of the applicable legal sources (that 
may be, in some circumstances, rather obscure). The contracts unilaterally drafted 
by big international providers always have such a clause and, if the supplier is an 
American company, it is highly likely that the applicable law will be one of the 
States of the federation. This poses practical problems for European customers that 
are not familiar with American law and can be expected to increase the cost of liti-
gation or disputes due to the need to consult a local expert.
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At European level, the legal source that indicates which law will be applicable 
to the contract made by SuperICTResources and SaaSforyou is the abovementioned 
Rome Convention, which states – Art. 3(1) – the basic principle that “A contract 
shall be governed by the law chosen by the parties.”5 In our example the negotia-
tors forgot to choose which law will govern the contract, and therefore Art. 4(1) is 
applicable, and thus “To the extent that the law applicable to the contract has not 
been chosen in accordance with Article 3, the contract shall be governed by the law 
of the country with which it is most closely connected.”6 

Two issues have to be addressed: firstly, what does it mean ‘governing the 
contract’? Then, how is it possible to assess to which country the agreement is most 
closely connected? The answer to the first question can be found in Art. 10(1) of 
the Convention, pursuant to which “The law applicable to a contract…shall govern 
in particular: (a) interpretation; (b) performance; (c) within the limits of the powers 
conferred on the court by its procedural law, the consequence of breach, including 
the assessment of damages in so far as it is governed by rules of law; (d) the various 
ways of extinguishing obligations, and prescription and limitation of actions; (e) 
the consequences of nullity of the contract.” This mean that, in our example, the 
governing law will assess how SuperICTResources must deliver the services, how 
the agreement must be interpreted, how much damages (if any) the company has to 
pay to the customer for breach of contract, etc.7

The latter issue can be solved in light of Art. 4(2), pursuant to which “It shall 
be presumed that the contract is most closely connected with the country where 
the party who is to effect the performance which is characteristic of the contract 
has, at the time of conclusion of the contract, his habitual residence, or, in the case 
of a body corporate or unincorporated, its central administration. However, if the 
contract is entered into in the course of that party’s trade or profession, that country 
shall be the country in which the principal place of business is situated or, where 
under the terms of the contract the performance is to be effected through a place of 
business other than the principal place of business, the country in which that other 
place of business is situated.” In the above example, provided that the performance 

5 This provision then points out that “The choice must be expressed or demonstrated with 
reasonable certainty by the terms of the contract or the circumstances of the case. By their 
choice the parties can select the law applicable to the whole or a part only of the contract.” 
Paragraph 2 then specifies that “The parties may at any time agree to subject the contract to 
a law other than that which previously governed it, whether as a result of an earlier choice 
under this Article or of other provisions of this Convention. Any variation by the parties of 
the law to be applied made after the conclusion of the contract shall not prejudice its formal 
validity…or adversely affect the rights of third parties.”

6 Furthermore, “Nevertheless, a separable part of the contract which has a closer connection 
with another country may be by way of exception be governed by the law of that other 
country.”

7 Art. 10(2) then points out that “In relation to the manner of performance and the steps to be 
taken in the event of defective performance regard shall be had to the law of the country in 
which performance takes place.”
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characteristic of the contract is the provision of the service, the criterion to take 
into account is that of the principal place of business. In this case it is likely that 
SuperICTResources is established in Germany and the service is provided from 
there, therefore German law will be applicable. 

The solution would not be different even if the Grid/Cloud provider has its prin-
cipal place of business outside the EU. Although the Rome Convention is a source 
of European law (Quigley 1997), its applicability is universal, and as a conse-
quence, pursuant to Art. 2, “Any law specified by this Convention shall be applied 
whether or not it is the law of a Contracting State.” If SuperICTResources would be 
established, for instance, in Israel, the laws of this country would be applicable to 
the agreement with the Dutch company SaaSforyou. The same conclusion can be 
reached for contracts concluded after 17 December 2009, day of entry into force of 
the abovementioned Regulation 593/2008, provided that Art. 4(1)(b) sets forth that 
“a contract for the provision of services shall be governed by the law of the country 
where the service provider has his habitual residence.”8

Having said that, it is advisable that the parties state in the agreement which 
law governs the contract and the contractual relationship between them. Which law 
will be applicable, i.e. the law of the country of the provider or of the customer (or 
hypothetically the law of a third country), is a matter of negotiation between the 
parties. For the technology provider it is undoubtedly more logical to insist for the 
adoption of ‘his’ law with the aim to simplify the management of his customers and 
of possible disputes and litigation.

The same applies as regards the individuation of the competent court or, in 
more general terms, of the system adopted to solve the disputes arising between the 
parties. These have the possibility, in fact, to decide that all future disputes between 
them will be solved out of court, i.e. with an Alternative Dispute Resolution (ADR) 
proceeding. This means that a private referee, or a group of referees, will judge the 
dispute and find a solution. It would go beyond the scope of this chapter to provide 
the reader with an in-depth analysis of ADR systems, therefore we will focus only 
on the jurisdictional (i.e. before a State judge) dispute resolution mechanisms. At 
European level the most relevant legal source is Regulation 44/2001 on jurisdiction 
and the recognition and enforcement of judgments in civil and commercial matter.9 
This Regulation allows assessing which court is competent to judge the disputes 
between the Grid/Cloud provider and the customer.

Going back to the above example, let us imagine that the negotiators of 
SuperICTResources and SaaSforyou forgot to include in the SLA a provision 

8 For the notion of ‘habitual residence’ pursuant to Art. 19(1) of the Regulation, please see 
supra. It is interesting to highlight here that paragraph 3 of Art. 19 states that “For the 
purposes of determining the habitual residence, the relevant point in time shall be the time 
of the conclusion of the contract.”

9 Council Regulation (EC) 44/2001 of 22 December 2000 on jurisdiction and the recognition 
and enforcement of judgments in civil and commercial matters [OJ L 12, 16/1/2001, 
p. 1-23].



7 Legal Issues in Grid and Cloud Computing 107

about jurisdiction, so that in case of litigation they do not know which court will 
be competent. The basic principle, set forth by Art. 2(1) of the Regulation, is that 
“Subject to this Regulation, persons domiciled in a Member State shall, whatever 
their nationality, be sued in the courts of that Member State.” The first problem to 
solve regards the determination of the domicile of the parties, in light of the consid-
eration that “with contracts made over the Internet, it is difficult to determine where 
the party is domiciled, even though the plaintiff can identify the party and locate the 
transaction” (Wang 2008). Art. 60(1) gives the solution and says that “a company 
or other legal person or association of natural or legal persons is domiciled at the 
place where it has its: (a) statutory seat, or (b) central administration, or (c) principal 
place of business.”10 We can assume therefore that SuperICTResources is domiciled 
in Germany and SaaSforyou is domiciled in the Netherlands.

In order to assess whether German or Dutch courts will be competent, it is neces-
sary to refer to Art. 5(1), which sets a so-called ‘special jurisdiction’. To be more 
precise, a person or company, domiciled in an EU Member State, may be sued in 
another Member State (contrary to the principle of Art. 2) “in matters relating to a 
contract, in the courts for the place of performance of the obligation in question.11” 
The expression “place of performance of the obligation in question” seems rather 
obscure and of difficult practical implementation: point (b) of Art. 5(1) specifies 
with this regard that this place shall be “in the case of the provision of services, the 
place in a Member State where, under the contract, the services were provided or 
should have been provided.” 

Subsequent literature reasonably pointed out that this criterion is likely to 
encounter major difficulties when applied to e-commerce scenarios (Gillies 200112; 
Wang 200813). In our view, in case of Grid services (and the same applies to Cloud 
services), it is extremely difficult, if not impossible, to assess the place of provision 
of the services, so that the application of the relevant provision of the Regulation 
encounters major obstacles. The statement, proposed in the literature as regards 
Internet, that “businesses fear that the determination of Internet jurisdiction could be 
uncertain because unlike paper based contracts, online contracting is not executed in 
one particular place” (Wang 2008), is even truer in a Grid/Cloud scenario. The solu-
tion to this issue is left to the courts that have to implement the Regulation, when a 

10 Art. 60(2) sets a special rule for British and Irish companies: “For the purposes of the 
United Kingdom and Ireland ‘statutory seat’ means the registered office or, where there is 
no such office anywhere, the place of incorporation or, where there is no such place 
anywhere, the place under the law of which the formation took place.”

11 Art. 5(1)(a). 
12 “Whilst it is to be applauded that the European Union sought to distinguish between the 

place of performance of goods and services, what definition will be given for the place of 
performance of digital goods or services purchased on-line has yet to be tested.”

13 According to Article 5(1)(b) of the Brussels I Regulation, the place of performance should 
be deemed to be the place of delivery. Since it is very difficult to ascertain the place of 
performance with digitalized goods involving online delivery, in my opinion, the recipient’s 
place of business should be considered as a connecting factor.”
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solution that makes sense from the technological and legal point of view needs to 
be found14. 

What we said so far shows the necessity for the parties to state in their SLA or 
in another contract which court will be competent to judge their disputes15 (Leible 
2006). This possibility is recognised by the Regulation, and art. 23(1) in fact states 
that “If the parties, one or more of whom is domiciled in a Member State, have 
agreed that a court or the courts of a Member State are to have jurisdiction to settle 
any disputes which have arisen or which may arise in connection with a particular 
legal relationship, that court or those courts shall have jurisdiction. Such jurisdiction 
shall be exclusive unless the parties have agreed otherwise.” In the above example, 
SuperICTResources and SaaSforyou can decide that, for instance, the court of 
Amsterdam or that, more generally, Dutch courts16 will be competent, and no other 
courts in principle could judge the disputes arising from the contract(s) between the 
parties.

The reader should be aware that this clause17 shall be in writing or evidenced 
in writing, pursuant to Art. 23(1)(a)18 and, with this regard, paragraph 2 of Art. 23 
points out that “Any communication by electronic means which provides a durable 
record of the agreement shall be equivalent to ‘writing’”. This means that “a contract 
stored in a computer as a secured word document (i.e. a read-only document or 
document with entry password), or concluded by email and a click-wrap agreement 
falls within the scope of Article 23(2)19” (Wang 2008). As regards click-wrap agree-
ments, “it seems to be preferable that the party receives the text of the choice-of-
court clause (including the other provisions of the contract) separately, for instance 

14 It has been pointed out in the literature that “there is still a latent complexity and a necessity 
for citizens or small enterprises, as either claimants or defendants, to have access to intricate 
legal analysis if they are to be fully aware if their rights and the potential business risks and 
transactions costs.” (Storskrubb 2008)

15 It has been pointed out in the literature that “a well-drafted contract, which has factual links 
with more than one country, will contain a choice of jurisdiction or court clause. This is 
often referred to as an “exclusive” clause, providing that all disputes between the parties 
arising out of the contract must be referred to a named court or the courts of a named 
country.” (Wang 2008). 

16 In this case the national rules of civil procedure will apply to determine which judge will 
be in concreto competent. 

17 The choice-of-court can be a clause in the SLA (or other contract) or a standalone agreement. 
The requisite of the written form apply to both cases.

18 Unless the following point (c) is applicable: “in international trade and commerce, in a form 
which accords with a usage of which the parties are or ought to have been aware and which 
in such trade or commerce is widely known to, and regularly observed by, parties to 
contracts of the type involved in the particular trade or commerce concerned.” The 
agreement made by clicking on an ‘I agree’ button in a webpage seems to be the case in 
point, provided that it is common practice to conclude contracts in this way on the Internet. 

19 “This provision covers the agreement on a choice-of-court clause by exchanging e-mails. 
E-mails provide a durable record because they are saved either in the mailbox or on the hard 
disk and because they can be printed out on paper. An electronic signature according to the 
rules of the Signature Directive is not required.” (Leible 2006) 
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in a pop-up window that can be printed and saved as an html, doc or pdf file” (Leible 
2006). In practice it is advisable that the Grid/Cloud provider adopts this technique 
in order to avoid any doubt as regards the validity of the contract.  

Finally, we want to highlight that very often the SLA or other contract drafted 
unilaterally by big international technology providers state that the competent court 
will be an American court, for the very fact that these companies are established in 
the United States. These clauses are not negotiable and this means, in practice, that 
the customer may not be able to enforce his rights due to the high cost of overseas 
litigation20, given the fact that “to decide whether to initiate a suit, a rational plain-
tiff compares the cost of the complaint and the expected value of the legal claim” 
(Cooter and Ulen 2004). 

7.3.2 Liabilities of the Grid/Cloud Provider

One of the most important issues for the customer is the liability of the Grid/Cloud 
provider, i.e. when he will be liable and for what. The basic legal principle, if not 
stated otherwise in the agreement, is that the supplier will be liable if he does not 
deliver the promised services at all or if he does not achieve the contracted QoS. 
Therefore, in these cases, he shall pay damages (direct, indirect, consequential, etc 
according to the applicable legal framework), if any, to the customer, and the parties 
can state that the provider will pay a certain amount of money in case of non-
compliance, even if the client did not suffer any real and measurable damage. 

However, the application of the legal principle of liability (expressed, for 
instance, by Art. 1218 of the Italian Civil Code, Art. 1142 of the French and Belgian 
Civil Code, § 280(1) of the German Civil Code), can be limited by the parties in 
their agreement, and this is (very usually, if not always) the case in point in the 
contracts (SLAs, Customer Agreements, etc) unilaterally drafted by big interna-
tional technology providers. The customer should read very carefully the clauses 
on liability and above all those regarding limitation of liability, for the very fact 
that in practice the supplier can be in the position to decide if and to what extent it 
is convenient for him not to respect his contractual obligations without the risk of 
having to pay damages. The importance of these clauses as regards security issues 
will be more specifically assessed infra.

Before analysing the limitation of liability frequently imposed by the big tech-
nology providers, it is important to point out that, even if no contractual limitations 
are set forth in the agreement, the supplier will not be liable if (i) he did not have the 
possibility to respect his contractual obligations or if (ii) the customer, with his posi-
tive or negative behaviour, made the delivery of the service impossible or extremely 
difficult. In other words, if the Grid or Cloud provider cannot supply the service due 
to, for instance, a power outage, Internet failures, a natural disaster like an hurricane 
or a violent storm, etc – in the English-speaking countries, these facts are called ‘acts 
of God’, and often the French expression force majeure is widely used – (Beale et al. 

20 “In America, each side usually pays his own legal costs. In Europe (and much of the rest of 
the world), the loser usually pays most of the winner’s legal costs.” (Cooter and Ulen 2004) 
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2002), he will not be liable for that. From a different perspective, if, for instance, the 
Grid/Cloud provider expressly states that certain system or software requirements 
are necessary in order to receive the service, and the customer does not update his 
systems or does not comply with such requirements, the provider will not be liable 
if the service cannot be delivered.

Having said that, the legal limitations of liability are not enough to ‘protect’ the 
Grid/Cloud providers and let them maximise the profits with little or no risks of 
being sued and being found liable to pay damages, especially in innovative business 
sectors in which it is not always clear to assess whether the contractual obligations 
have been respected and, if not, who is liable for that. For these reasons, non-nego-
tiated (i.e. imposed) agreements that state that the provider does not warrant (i.e. 
guarantees) that the service will function as described in the SLA and that it will 
be uninterrupted or error free are common. In other words, the technology supplier 
will not be responsible for any service interruptions, including, but not limited to, 
the so-called acts of God. 

In practice this means that the customer will take all the risks and that he is 
required to simply trust the Grid or Cloud provider, without receiving any legal 
guarantee that the service will be supplied as expected and promised in the SLA. 
Legally speaking this is a case of obligation with no sanction, and the supplier is in 
the position to decide if and how to deliver the service. According to the law and 
economics literature, this kind of agreement is not efficient, provided that “coopera-
tion is efficient when the promisor invests in performing at the efficient level and the 
promisee relies at the efficient level” (Cooter and Ulen 2004), but it is undoubtedly 
very convenient for the provider. 

From this consideration we can infer that an SLA (or other contract) negoti-
ated by a Grid/Cloud provider and a customer should balance the risks between the 
parties and should ‘motivate’ both of them to respect their obligations (provided 
that the main and more or less only obligation of the customer is to pay the fees for 
the service). This implies that, for instance, the agreement should prevent the Grid/
Cloud provider from reducing the quality of the services delivered to the customer 
in order to satisfy the requests of other, more demanding and/or more important, 
clients and, if he decides to do so, he should at least pay the damages suffered by 
the former customer or to compensate him in a different way. 

Such a different way is usually the service credit system. It is common practice 
that the SLA states that, in case the availability level or, in general, the QoS has not 
been reached during a certain period of time, e.g. on a monthly or yearly basis, the 
customer will be entitled to receive a ‘credit’ equal, for instance, to 10 % of the bill 
for that period. To make an example, the SLA between SuperICTResources and 
SaaSforyou states that the availability of the service will be 99,95 % on a monthly 
basis and that, if such level has not been reached, the customer will be entitled to 
receive a service credit of 10 %. In a certain month SuperICTResources is able to 
provide the service only for 85 % of the time, and this means that in the next month 
SaaSforyou will pay his bill with a ‘discount’ of 10 %.

First of all, service credits will usually not be applicable in the case of an act of 
God (e.g. the availability level could not be reached due to failures at the level of 
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the Internet network) or in other circumstances stated in the SLA (usually, unavail-
ability of the service that results from any actions or inactions of the customer 
or any third party, that derives from the client’s and/or third party’s equipment, 
software or other technology, etc). Secondly, and from a different perspective, it 
is important to highlight the distinction between service credits and liability for 
damages. The above example is useful to explain this distinction. The SLA between 
SuperICTResources and SaaSforyou sets forth, apart from the applicability of the 
service credits, that the Grid/Cloud provider will not be liable for any direct or indi-
rect damage suffered by the customer and arising from the non compliance with the 
promised QoS. SaaSforyou needs the provision of Grid/Cloud capacity to supply 
services based on the SaaS paradigm to other companies that require a fast and effi-
cient service with few if any failures. In some cases, like for instance the provision 
of Grid/Cloud-based services to hospitals, the client of the service provider may 
need a completely uninterrupted provision of the service in order to save lives and 
avoid expensive medical litigation. 

As said above, we can imagine that SuperICTResources delivers in a certain 
month the service only with an availability of 85 %, and if the fee for the service is 
set at € 1,000 per month, SaaSforyou will pay the next month only € 900. The service 
credit does not take into account the damages possibly suffered by the customer, like 
for instance the loss of clients or the damages (if any) he has to pay to his clients21. 
In the most dramatic scenario, contractual failures of the technology provider, espe-
cially if they are frequent, may have serious consequences on the customer’s busi-
ness and this explains the absolute necessity for the client to negotiate and balance 
the risks with the Grid/Cloud provider in the SLA (or other contract). 

7.3.3 Security Issues: Further (potential) Liability of the Grid/Cloud 
Provider

All the abovementioned elements of a typical SLA (or other contract) in a Grid or 
Cloud scenario, like QoS, availability, performance, etc are undoubtedly of pivotal 
importance. An unstable or unreliable Grid/Cloud provision can create severe 
problems to the customer and ultimately can damage his business. Nevertheless, 
if a customer is unsatisfied with a technology provider, he can terminate the 
contract and start a new relationship with another supplier. At least in principle, 
a client who is not happy with the supply of the Grid/Cloud service can move to 
another provider before it is too late, i.e. before his reputation is badly affected and 
his clients migrate to another service supplier. SaaSforyou, for example, can
terminate the contract with SuperICTResources, which is often in breach of its 
obligations as regards availability and QoS, and enter into a new agreement with 
another provider before SaaSforyou’s customers decide to opt for a different SaaS 
supplier.

21 The SLA between SaaSforyou and the clients, in fact, can state that the former will not be 
liable for any damages suffered by the customer, at least in case the failure to provide the 
service is due to Grid/Cloud outages.
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When we talk about security risks, in practice this possibility, often does not 
exist. In other words, the customer who provided data or content to the Grid/Cloud 
supplier may suffer fatal consequences if such data are lost or damaged. An example 
will clarify the point. SaaSforyou provides simulation services for aerospace compa-
nies using the paradigm of SaaS and, specifically, it collects data from the clients in 
order to create tailored simulations. In order to make such simulations, which require 
huge compute capacity, SaaSforyou opted for the Grid or the Cloud, and therefore 
the clients’ data are processed in the SuperICTResources’s infrastructure before 
being delivered back to the final customers. One day, for technical reasons, the 
data processed in the Grid/Cloud network gets corrupted or lost, so that SaaSforyou 
is not able to deliver the promised simulations to the clients. The damage for the 
company is huge, in terms of image, reputation and, ultimately, it affects the exist-
ence of the enterprise. SaaSforyou could not foresee this problem and therefore it 
just has to face and solve the consequences. The company will expect some sort of 
compensation from the technology provider and for these reasons the contractual 
clauses on security and limitations of liability are absolutely fundamental. From 
the technology provider’s side, he is supposed to limit (or to try to limit, during 
the negotiations) as much as possible his liability for security failures, while the 
customer should try to allocate the risks to the supplier. If the SLA (or other agree-
ment) is negotiated between the parties, the customer should try to avoid clauses 
similar to those frequently imposed by big international providers.

These provisions often state that the technology supplier will have no liability 
for any unauthorised access or use, corruption, deletion, destruction, loss etc of any 
customer’s data or content, howsoever caused. In other words he does not guarantee 
that he will be successful at keeping such data and content secure. In the case of 
Grid/Cloud-based storing capacity, the provider may state that he does not warrant 
that the data stored by the customer will be secure or not otherwise lost or damaged. 
These clauses shift all security risks onto the customer, who should be aware of 
that. These practices by big international market providers of Grid/Cloud-capacity 
provision has induced many practitioners and commentators to point out the secu-
rity risks of Grid and Cloud computing (Brodkin 2008) and ultimately we could 
even wonder whether the use of dispersed resources will prove to be a successfully 
business model.

What should the customer ultimately do to protect his business? It is advis-
able to follow a twofold strategy: firstly, the client should require the provider to 
list his security measures and systems in the SLA. A well drafted and complete 
clause commits the technology supplier to adopt some specific standards, and in 
this regard a provision like ‘the provider will do his best to keep customer’s data 
and content secure’ is too vague. In fact, in case of litigation, it will be necessary 
to assess whether the provider really did his best to adopt security measures, there-
fore concrete criteria should be preferred. At the same time, the list of security 
measures shall be flexible enough to contemplate future updates, so the provider 
must be obliged to respect the most recent and efficient security measures even if 
they are not listed in the SLA. If the parties do not draft this clause, the abovemen-
tioned general legal principle of liability applies and, in concreto, the provider will 
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not be liable if he can prove that he was diligent in protecting the customer’s data. 
Nevertheless, proving this may be cumbersome. The same applies to the client if 
he wants to prove that the supplier did not implement in his systems the best (or 
at least adequate) security measures. The standard of care required to the debtor, 
i.e. the Grid/Cloud provider, depends on the applicable national legislation, and of 
course it can be difficult to assess what ‘care of a reasonable person’ or ‘reasonable 
care and skills’ in practice mean. The relevant legal sources are, for instance, Art. 
1147 of the French civil code, Art. 1176 of the Italian civil code, § 276(1) of the 
German civil code.  

Secondly, the security obligations of the provider shall not be without sanction. 
It is pointless for the customer if, the supplier who commits himself to keep the 
data and content secure, is not liable for not doing so. The relevant clause in the 
SLA (or other contract) therefore should balance the risks between the parties and 
should state specifically that the provider is liable for not guaranteeing the protec-
tion of the customer’s data and content and he is not liable whenever security meas-
ures shall efficiently be adopted by the client himself. This means, in practice, that 
the customer shall be obliged to use encryption technology to protect his data and 
content, to routinely archive it, etc. At the same time, the provider shall not be liable 
for the security risks at the level of the transmission of the data, e.g. on the Internet, 
if such transmission (or a portion of it) is not under his control. 

Similar considerations apply to the relationship between the customer (in our 
example, SaaSforyou) and his clients. The SLA (or other contract) should balance 
risks and liabilities between the parties and should clearly state that the processing 
of the client’s data is made using a Grid or Cloud infrastructure that may be owned 
and managed by a third party or parties. Regarding security issues, keeping the end 
user fully informed is surely the best strategy.

7.3.4 Privacy

Together with security issues, privacy has to be assessed as part of the contrac-
tual relationship between the Grid/Cloud provider and the customer. First of all, 
according to the applicable European sources22, privacy should be a concern of 
the parties only if some personal data are processed. Pursuant to Art. 2(a) of the 
Data Protection Directive, personal data “shall mean any information relating to 
an identified or identifiable natural person (‘data subject’); an identifiable person 
is one who can be identified, directly or indirectly, in particular by reference to an 
identification number or to one or more factors specific to his physical, physiolog-
ical, mental, economic, cultural or social identity”. In other words, phone numbers, 

22 Namely Directive 95/46/EC of the European Parliament and of the Council of 24 October 
1995 on the protection of individuals with regard to the processing of personal data and 
on the free movement of such data (Data Protection Directive) [OJ L 281, 23/11/1995, 
p. 31-50] and Directive 2002/58/EC of the European Parliament and of the Council of 
12 July 2002 concerning the processing of personal data and the protection of privacy in the 
electronic communications sector (Directive on privacy and electronic communications) 
[OJ L 201, 31/7/2002, p. 37-47].
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addresses, e-mail addresses of clients, customers (as far as they are physical persons 
and not companies23), employees etc are deemed to be personal data and should be 
adequately protected. Conversely, all other sorts of data, like company’s informa-
tion, industrial data to be processed in a simulation, etc are not personal data.

To illustrate which privacy measures should be adopted by the parties we can 
imagine that SaaSforyou offers to his clients solutions in the field of employees’ 
management based on the SaaS paradigm. The customers/end users send data 
regarding their employees to SaaSforyou who process them and deliver back the 
payrolls and/or calculation of contributions to pay. All this data is processed in the 
Grid or Cloud of SuperICTResources, with which SaaSforyou has an agreement as 
specified in the previous paragraphs. What do the parties have to take into account 
in order to avoid any breach of legal provisions?

In our case, and the same may apply in similar situations, the companies, 
customers of the SaaS provider are the data controllers as they determine the 
purposes and means of the processing of personal data; SaaSforyou is the data proc-
essor, who processes data on behalf of the controller, following the instructions 
contractually given by the above customers; SuperICTResources, subcontractor of 
SaaSforyou, is also a data processor24. The reader should be aware that the distinc-
tion between data processor and controller should be assessed on a case-by-case 
basis and it depends on the level of decision making power of the parties involved. 
According to the concrete modalities of providing the services and to the opinions 
expressed by the national data protection authorities concerned, SaaSforyou and/
or SuperICTResources may be deemed to be data controllers, and therefore more 
stringent requisites will apply (it is therefore highly advisable that the parties verify 
first the provisions stated in the applicable national legislation and the positions of 
the competent national data protection authority)25.

From a practical perspective, then, it is pivotal to state that SaaSforyou and its 
clients shall enter into a contract regulating privacy aspects (to be notified by the 

23 The reader shall be aware that as soon as a company/person has or manages data of contact 
persons within a company, then data protection legislation becomes applicable.

24 See Art. 2(d) and (e) of the Data Protection Directive.
25 Therefore, the controller is the person who bears the responsibility to implement the data 

protection principles and to comply with the obligations they set forth. It is thus important 
to define clearly who is considered as controller of the data processing. The concept is not 
always clear and should be distinguished from the processor. Both concepts have been 
introduced by the 95/46/EC Directive. The controller is the natural or legal person, public 
authority, agency or any other body which alone or jointly with others determines the 
purposes and means of the processing of personal data. The processor is the natural or legal 
person, public authority, agency or any other body which processes personal data on behalf 
of the controller. Processors are usually sub-contractors who perform specific tasks on basis 
of the instructions given by the controller. They are compelled to follow the instruction 
provided and to ensure the security of the personal data they processed. The actual ability 
to decide upon the purpose and means of the processing will be the core criteria to 
distinguish controllers from processors. This analysis should be carried out on a case-by-
case basis.
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client26 to his national data protection authority), preferably annexed to the SLA, 
aimed to regulate some specific privacy issues related to the processing of the data 
provided by each client. In particular, this contract shall describe the modalities 
of the processing of the data provided by the customer (and with this regard the 
fact that a Grid/Cloud-based delivery model is adopted, this should be explicitly 
mentioned), list the security measures applied by SaaSforyou and the employees 
that have access to the data. A fundamental point is also the proxy to subcontract 
the processing of the data to other companies, like SuperICTResources. Without this 
proxy, which can refer to a specific technology provider or to a list of Grid/Cloud 
suppliers, SaaSforyou cannot outsource the processing of data to another party, i.e. 
cannot send the customers’ data to SuperICTResources in order to deliver back the 
service. This is a very important aspect to highlight, especially in the field of SaaS, 
provided that the SaaS paradigm relies on the involvement of a technology provider 
in order to deliver services27.

Furthermore, if the Grid/Cloud supplier is established in an EU-Member State 
or in another non-European country that has been acknowledged by the European 
Commission or the competent national data protection authority as providing an 
adequate level of protection, there are no particular problems, given the fact that 
such level of protection to the processed data is supposed to be similar. Things are 
different if the technology provider is located in a third country (like the United 
States): in this case the specific regime regulating international transfers of personal 
data applies and, provided that this involves additional obligations for both control-
lers and processors, specific contracts may need to be signed based on the model 
contracts published by the European Commission to that effect28. Those contracts 
are expected to be ‘automatically’ accepted, when notified, by the national data 
protection authorities of the Member States. From a different perspective, it is also 
advisable that SaaSforyou communicates to its clients if the Grid/Cloud provider 
changes, preferably in written form submitting to the customers a proposal of 
addendum to/modification of the abovementioned privacy contract (please be aware 
that this applies also when the Grid or Cloud provider/sub-contractor is based in 
the EU). 

Apart from that, another privacy contract shall be signed by the customer/
service provider (i.e. SaaSforyou) and the Grid/Cloud provider. A trilateral agree-
ment between service provider/technology supplier/end user is also theoretically 
possible, although quite unrealistic. This contract, to be notified, if such notification 
is required by the applicable national legislation, to the data protection authority of 

26 Art. 4 of the Data Protection Directive states basically that the place of establishment of the 
data controller determines the national law applicable to the processing of the data.

27 In other words: any transfer of personal data between parties involves the signing of a 
contract regulating privacy obligations of the parties. This includes onward transfers to 
third parties that should always be notified to counterparts. This point is pivotal in so far as 
the controller may be subject to an obligation of notification of such transfer to the national 
data protection authority.

28 See http://ec.europa.eu/justice_home/fsj/privacy/modelcontracts/index_en.htm (retrieved 
27/2/2009). 
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the country of establishment of the end user (the same as for the privacy contract 
between end user and service provider), shall basically state the modalities applied 
to the data processing. 

Finally, another important aspect to analyse regards the location of the Grid/
Cloud components, i.e. of the servers, nodes, clusters, etc that form part of the Grid 
or Cloud infrastructure. If such components are located in the EU, no legal problems 
are likely to arise. If this is not the case, the privacy contract between the end user 
and the service provider shall indicate in which countries the Grid/Cloud compo-
nents are located and shall specify that the data will be transferred outside the EU.

7.4 Taxation: Grid/Cloud Computing and the Concept of Permanent 
Establishment

Taxation is one of the most relevant issues to take into account when a technology 
provider wants to commercialise Grid/Cloud-based solutions, as it may be a major 
barrier to financial success of Grid or Cloud businesses. Taxation has to be analysed 
from many perspectives, and in this paper we will focus on direct taxation (i.e. taxes 
on income). With this regard, the main issue to assess is the relation between Grid 
and Cloud computing and permanent establishment. 

According to the principles commonly accepted at international level, and set 
forth primarily by the Organisation for Economic Cooperation and Development 
(OECD) a business presence (e.g. a branch or a factory: technically speaking, a 
permanent establishment) of a company in another State justifies the taxation, by 
the authorities of the State, of the profits generated by that permanent establish-
ment itself.29 This principle is likely to affect Grid and Cloud providers if they have 
servers, nodes, clusters etc (i.e. Grid/Cloud components) in several countries. In 
other words, in case of a transnational Grid and Cloud, the portions of profit gener-
ated by its components can be taxed respectively in all the countries where these 
components are located. This in principle means high compliance costs for tech-
nology providers, risks of litigation with the tax authorities concerned and, ulti-
mately, a great uncertainty when calculating the portions of profit generated by each 
Grid/Cloud component (Parrilli 2008). 

These considerations are valid, of course, if those tax authorities believe that 
Grid/Cloud components are permanent establishments of the technology provider. 
The general principle, stated by the OECD and followed by many national fiscal 
administrations, is that servers (and therefore Grid/Cloud components) are perma-
nent establishments of the technology provider if they are fixed, they carry out 
totally or partially the business of the company and such activities are not of prepar-
atory or auxiliary nature.30 It must be assessed on a case-by-case basis if these condi-
tions are met, but in principle we can say that Grid/Cloud components are deemed 
to be permanent establishments of the technology provider and, as a consequence, 

29 See OECD, Model Convention with Respect to Taxes on Income and on Capital [as they 
read on 28 January 2003].

30 See OECD, Commentary to the Model Tax Convention on Income and on Capital.
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the profits generated by them will be taxed in the country where the components 
are located. From a comparative perspective, many countries (i.e. the United States, 
France, Italy, Spain, etc) follow this principle, with the notable exception of the 
United Kingdom (where servers are not considered to be permanent establishments) 
(Parrilli 2008). 

From the practical perspective, this risk can be mitigated through a careful tax 
planning policy regarding the location of Grid/Cloud components. Technology 
providers basically have two alternatives: (i) centralise the Grid or the Cloud in one 
country, so that no issues related to multiple taxation of the same profits and/or right 
assessment of profits among the components arise; or (ii) locate the Grid/Cloud 
components in countries where servers are not deemed to be permanent establish-
ments of the technology provider. 

The above described tax planning may also be linked to the tax-effective loca-
tion of the headquarters of the Grid/Cloud provider. If and when the Grid/Cloud 
components can be remotely managed, the technology supplier can decide to be 
established (i.e. to locate the central place of management of the company) in a 
low-tax country while the Grid or the Grid components operate in countries that are 
attractive from the tax point of view and that have good network connections (the 
same applies to Cloud computing).

7.5 Conclusions

The main message coming out from the previous pages is that legal issues should 
not be perceived as barriers to invest in Grid and Cloud computing and to start up 
a successful business. The law, in a very broad sense, does not prevent Grid/Cloud 
computing from showing all its potential and proving to be innovative technologies 
able to create new business opportunities, reduce the costs and maximise the profits 
of the users. It is nevertheless true that in some circumstances the legal sources 
are not fully able to encompass all existing scenarios, included in possible Grid/
Cloud-based business opportunities. For instance, in previous sections, we saw that 
the criteria of the provision of the service, set forth by Art. 5(1)(b) of Regulation 
44/2001, cannot operate in a Grid or Cloud environment. The use of dispersed 
resources and the possibility to enjoy and use the services supplied by the tech-
nology provider anywhere and everywhere in the world, e.g. through a web portal, 
makes many legal principles and criteria simply not applicable. In a typical Grid 
and Cloud scenario, in particular, the volatility of the traditional concept of space 
is evident. The development of appropriate laws is by definition slow, definitely 
slower than the development of technology, but this is a natural consequence of the 
(more or less) democratic process that should guide their creation: discussions take 
time. 

Maybe the future will be a world without laws, or, on the contrary, a world with 
a huge quantity of laws regulating every aspect of citizens’ and businesses’ life 
(and probably this will be the case: if industrial production is declining at global 
level, lawmakers may be prompted to produce more and more laws). In any case, 
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technology providers and their customers should use their contractual freedom to 
set their own contractual ‘laws’ as much as possible. This advice applies also to 
the existing reality, characterised by many laws that are not able to encompass all 
business scenarios, and ultimately the reader should not rely too much on the law. 
It would go beyond the scope of this chapter to assess whether the legal system is 
complete or not. Personally, we believe that the system is incomplete and open, and 
the parties may fill its gaps according to their needs. The abovementioned lacuna 
contained in the Regulation 44/2001 could easily be filled with a contractual clause 
stating which court will be competent. A few minutes’ discussions during the nego-
tiation phase can prevent much longer arguments and uncertainties later – and espe-
cially if they result in litigation.

Therefore, whenever it is possible, Grid/Cloud providers and their customers 
should engage in negotiations aimed to produce a contract which is as complete as 
possible. They have to think about all major aspects of their future relationship and 
see how this can be made easy to manage. This means avoiding gaps and doubts in 
every possible case. If the law that ultimately governs and gives effects to the agree-
ment is incomplete, the contract should strive to be complete and fair, in the sense 
that liabilities and risks should be balanced between the parties and not completely 
one-sided. 

Nevertheless, potential customers planning to enter into the market of Grid/
Cloud-based services should be aware of the fact that SLAs and other contracts 
imposed by big international technology providers are not fair, at least not according 
to the common sense of justice and fair play. Buying Grid or Cloud capacity from 
one of the big players may be cheaper and efficient – but it is not without risks. 
The customer is required to trust the supplier, but his contractual protection is very 
limited and it often consists of little more than service credits. We do not want to say 
that the services these companies provide are not good or that they are likely not to 
respect what they promise in the SLA. We just want to highlight that possibilities of 
failures always exist and that the price of such failures will be (more or less entirely) 
paid by the customer. 

Negotiations carried out between more equal parties who can tailor SLAs (or 
other contracts) to their requirements should balance the risks of failure equally 
and make Grid and Cloud computing more attractive for the customers and, at the 
same time, should urge providers to invest in technology in order to be able to 
supply excellent services and respect all security standards and requirements. The 
success of Grid (and in general of technologies based on dispersed resources, like 
Cloud computing) also depends on the contractual practices that the actors in the 
market create and impose. Fair agreements will undoubtedly render Grid and Cloud 
computing very interesting for both providers and customers.
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Introduction

The second part of this book has provided a general view of Grids and Clouds 
and a thorough understanding of what Grid and Cloud computing are, which the 
underlying architectures and business models of Grid are, which components a Grid 
solution is made up of and, finally, which legal aspects are important when moving 
towards Grids and Clouds. 

This third part complements part two by concretizing the general Grid and 
Cloud description with practical concepts, experiences and findings from the 
BEinGRID project (see chapter 2). First, technical aspects and challenges of Grids 
and Clouds are explained in more detail. Based on the results of a broad require-
ments analy sis across all Business Experiments (BEs) involved in the BEinGRID 
project, a comprehensive collection of common capabilities that exemplify required 
features of Grids and Cloud solutions is provided. It is furthermore explained 
how these can be used together to solve business problems. Second, this third part 
provides real-world evidence of how Grid technology can be commercially applied, 
and how such applications may be enhanced to benefit from new developments 
and current trends such as Cloud computing. Four BEs of the BEinGRID project, 
which represent promising cases and which concern solutions in different economic 
sectors, are described in detail. Finally, an overview of organizational and govern-
ance challenges  experienced by BEs during the implementation of Grids and Clouds 
in practice is presented. 

This third part of the book is divided into six chapters. The first chapter deals 
with technical features important for the commercial uptake and practical imple-
mentation of Grid and Cloud computing (chapter 8). Each of the remaining four 
chapters (chapters 9, 10, 11 and 12) covers one BE and follows the same general 
structure. First, each BE will be generally described, followed by a description from 
the perspective of the technology provider. This includes a detailed description of 
the Grid solution and its technical features as well as how it can be integrated into 
companies’ existing IT infrastructures. Next, the benefits for the user of the solu-
tion are described. A concluding section summarizes the findings of each BE and 
provides lessons learnt. The BE’s relation to Cloud computing and a potential adjust-
ment of the technical solution to benefit from current trends as Cloud computing are 
discussed at the end of each chapter.

The solution covered in chapter 9 comprises a set of remote tools which use 
highly accurate but computationally intense methods to help in the calculation, and 
in the virtual verification of radiotherapy cancer treatment plans. This is offered as a 
service to hospitals and radiotherapists. The BE covered in chapter 10 demonstrates 
how Grid can be used in the crucial early design phase of a ship building process. 
Shipyards and their suppliers are provided with access to external computational 
resources from IT service providers, which are required to carry out the compu-
tationally intense ship design and simulations before a ship can go to production 
or before the shipyard can bid on a tender. Chapter 11 covers a solution that intro-
duces Grid technology into the agricultural sector. The solution allows the composi-
tion and monitoring of dynamic supply chains in agriculture food industries using 
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Grid technology making use of trust-building commercialization support mecha-
nisms. Finally, chapter 12 covers an advanced Information and Communication 
Technologies (ICT) environment where business services can be integrated with 
one another across organizational boundaries and domains, and which also provides 
the means to virtualize the environment where the business services operate. This 
enables new SaaS models for the business service and infrastructure providers, as 
well as fast service composition and business flexibility. 

The application of Grid computing, be it in form of internal or external high 
performance or utility computing or in form of support for virtual organizations, 
results in substantial organizational and IT governance changes and challenges that 
need to be addressed by companies. The final chapter 13 of part III summarizes the 
organizational and governance challenges experienced by the BEs during practical 
implementation of Grid computing. 



8 Common Capabilities for Service Oriented 
Infrastructures – Grid and Cloud Computing

Theo Dimitrakos

8.1 Introduction

The mission of the BEinGRID project was to generate knowledge, technological 
improvements, business demonstrators and reference case studies to help compa-
nies and other organizations to establish effective routes to foster the adoption of 
Grid and Cloud Computing, which are often summarized under the term Service 
Oriented Infrastructures (SOI)1, and to stimulate research to help realize innovative 
business models using these technologies (for more details about the BEinGRID 
project see chapter 2). In terms of technology innovation, the BEinGRID team 
has analysed and classified the technical issues involved and the generic solutions 
developed by and for the Business Experiments (BE). 

The technological advancements and innovations considered in the BEinGRID 
project have been categorized in thematic areas that were witnessed by BEs either 
significant challenges that inhibit widespread commercialization and adoption of 
the technology or where the anticipated impact of the innovation is particularly 
high. The technological innovation results were provided in different output formats: 
common technical requirements, common capabilities, design patterns, reference 
implementations, integration and validation scenarios as well as best practice guide-
lines. 

This chapter presents the main common capabilities that capture the generic 
functionality that would need to be in place in order to address the identified tech-
nical and business requirements identified by the BEs. The required common capa-
bilities have been categorized in the following thematic areas: 

•	 Capabilities for Life-cycle management of Virtual Organizations help businesses 
establish secure, accountable and efficient collaborations sharing services, 
resources and information. These include innovations that enable the secure 
federation of autonomous administrative domains, and the composition of 
services hosted by different enterprises or in-cloud platforms.

•	 Trust & Security capabilities address areas where a perceived or actual lack of 
security appears to inhabit commercial adoption of SOI. These include solutions 
for brokering identities and entitlements across enterprises, managing access 
to shared resources, analyzing and reacting to security events in a distributed 
infrastructure, securing multi-tenancy hosting, and securing the management of 

1 In this chapter, the term Service Oriented Infrastructures (SOI) is used as a summarizing term for 
Grid and Cloud Computing.
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in-cloud services and platforms. These innovations underpin capabilities offered 
in Virtual Organization Management and other categories. 

•	 Software License Management capabilities are essential for enabling the adop-
tion of Pay-As-You-Go (PAYG) and other emerging business models, and had so 
far been lacking in the majority of SOI technologies including Grid and Cloud 
computing. 

•	 Innovations to improve the management of Service Level Agreements cover the 
whole range from improvements to open standard schemes for specifying agree-
ments, to ensuring fine-grained monitoring of usage, performance and resource 
utilization. 

•	 Data Management capabilities enable better storage, access, translation and 
integration of data. Innovations include capabilities for aggregating heteroge-
neous data sources in virtual data-stores and ensuring seamless access to hetero-
geneous geographically distributed data sources.

•	 Innovations in Grid Portals enable scalable solutions based on emerging Web2.0 
technologies that provide an intuitive and generic instrumentation layer for 
managing user communities, complex processes and data in SOI.

In the remainder of this chapter, we provide an overview of the innovative technical 
capabilities identified and solutions produced, of the research challenges that were 
addressed, the commercial drivers that motivated the development of these solu-
tions, and their anticipated business impact (i.e. their “innovation dividend”) based 
on the experience generated by the Business Experiments where these results have 
been validated.

8.2 Life-cycle management of virtual organizations

The following are often identified as the most significant recurring issues during the 
B2B collaboration life-cycle (Gridipedia 2009a): 

1. The identification and selection of business partners (based on their reputation 
and the suitability of services that they offer) among an available pool of service 
providers or consumers. 

2. The creation and management of a Circle-of-Trust among the selected partners. 

The “VO Set-up” common capability offers a standards-based foundation for busi-
ness solutions to these problems. This capability facilitates the identification and 
selection of business partners engaging in B2B collaborations, the creation of a 
distinct context for each of these collaborations, the creation and lifecycle manage-
ment of a distinct Circle-of-Trust amongst the business partners involved in each 
collaboration, and the binding of each collaboration context with the corresponding 
Circle-of-Trust. 

It is useful in typical B2B collaborative scenarios where participants (corpo-
rate users, services or resources) have to be identified and trust has to be estab-
lished between them. A demand for including new participants can appear during 
the collaboration lifetime, and existing participants may be dropped. The security of 
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the collaboration also needs to be maintained: the businesses participating in B2B 
collaborations must be able to identify one another, identify messages as coming 
from other members of the same B2B collaboration, and establish the validity of 
security claims made by other parties in the B2B collaboration about the identity 
and entitlements of a user or other resource. 

A difference to alternative solutions is that trust between business partners can 
be aligned with consumer / provider relationships. Most current solutions assume 
mutual and bidirectional trust relationships between all collaborating partners. This 
solution, however, allows the establishment of directional trust relationships between 
each pair of partners and coordinating these directional trust relationships so that 
they reflect consumer / provider relationships. It therefore supports the evolution of 
a Circle-of-Trust towards a trust network that reflects supply network relationships. 
Please refer to section 8.3 for more information about how such trust relationships 
are enforced between identity brokers and entitlement services. 

Fig. 8.1: The high-level architecture of the “VO Set-Up” Common Capability

A high level architecture diagram of this capability is shown in figure 8.1 together 
with a summary of its functionality for each phase of a typical VO lifecycle. To allow 
the lifecycle management of secure identity federations, the VO Set Up interacts 
(via the federation manager building block) with the Security Token Service (STS) 
component presented in section 8.3 of this chapter. The FM (Federation Manager) 
interface, shown in figure 8.1, is a component offering a programmatic interface 
that allows the decoupling of the VO Set Up capability from the specific STS imple-
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mentation, thus enabling the VO Set-up capability to instrument heterogeneous STS 
implementations that agree on a basic Web-services interface specification.

Each partner of a VO needs to be associated with a Security Token Service 
(STS), which acts as an identity broker enabling their participation in a Circle-of-
Trust. The “VO Set Up” capability and its building blocks can be offered as in-cloud 
services or be deployed at the site of one of the business partners2.

This capability combines provider and service registries with identity federation 
management in a single loosely-coupled solution. Registries are built on top of the 
Universal Description, Discovery and Integration standard (UDDI 2004) and allow 
the publication, discovery, and update of VO members and services. The secure 
federation model builds on the Security Assertion Markup Language (SAML 2005) 
and WS-Federation (IBM 2006) models. The model is attribute and policy-based 
and allows the establishment of directed trust relationships that are associated with a 
common federation context. The following list summarizes some of the most signif-
icant improvements achieved by this architecture: 

1. It can manage participation in multiple, distinct and co-evolving B2B collabora-
tions. 

2. For each B2B collaboration context, the trust relationships between the (identity 
brokers of) business partners reflect the structure of the value network of this 
collaboration. 

3. It enables evaluating the risk associated with a collaboration based on trust in 
each participant. In its current implementation, the risk is estimated by evaluat-
ing a weighted mean of “reliability” values associated to each member.

The business benefits of this capability include offering instrumentation and coor-
dination layers that act as ‘glue’ among different capabilities that are required 
during the life-cycle of B2B collaborations. Without the adoption of such a capa-
bility, providers willing to initiate or join in a B2B collaboration would need to 
deploy, manage and integrate a plethora of bespoke software components and 
build a bespoke implementation of a complex coordination process on top of them. 
Implementing different bespoke solutions that offer similar ICT functionality in 
different application scenarios contributes to increasing cycle-time3 and cost and 
intensifying the risk of mistakes and failure due to incompatibility at the edges of 
bespoke solutions built to serve different objectives. 

Early experimentation has indicated that the cycle-times3 of identification of 
partners and the establishment of a Circle-of-Trust among selected partners are 

2 An analysis reported in Dimitrakos et al. (2009a) indicates that most collaborators are willing to 
consider an in-cloud capability for this functionality. This preference is particularly high among 
companies that are used to participating in eCommerce hubs or similar. However, in some 
situations, deployment at a business partner appears to be equally popular or preferable: these are 
scenarios where a main contractor is managing a B2B collaboration consisting of mainly subcon-
tractors to the same main contractor.

3 The term “cycle time” is used here for differentiating the total duration of a process or service 
delivery from its run time. It covers the sum of value-added processing time and total non-value-
added time.
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reduced from 60% to 90% (depending on the investment on infrastructure already 
in place) with analogous cost reductions. Overall, the main benefit of this capability 
is that it offers organizations of all sizes the flexibility and dynamism they need 
in order to quickly exploit new business opportunities. This capability has been 
trialled in Business Experiments including one on a Virtual Hosting Environment 
for Distributed Online Gaming, which is described in chapter 12 and one on supply 
chains in agriculture (AgroGrid), which is described in chapter 11. 

8.3 Trust & Security Capabilities 

The need for security for agile business operations is so strong that, according to 
Gartner (2009), despite the worldwide economic crisis – or possibly because of 
it – security aspects such as Identity and Access Management (IAM) remain a crit-
ical investment for enterprises of all sizes and market sectors. Through increasing 
business-level visibility led by data-breach headlines, security spendings continue 
to rise and take a growing share of overall IT spending. Indeed, IAM alone repre-
sents a growing market which accounted for almost $3 billion in revenue for 2006 
(Gartner 2009). According to Forrester (2009), security initiatives will focus on: (a) 
protecting data, (b) streamlining costly or manually intensive tasks, (c) providing 
security for an evolving IT infrastructure, and (d) understanding and properly 
managing IT risks within a more comprehensive enterprise framework.

In order to achieve agility of the enterprise and shorten concept-to-market times-
cales for new products and services, IT and communication service providers and 
their corporate customers alike increasingly interconnect applications and exchange 
data in a Service Oriented Architecture (SOA). The way businesses interact is there-
fore evolving, to:

•	 A work environment that becomes pervasive with a mobile workforce
•	 Outsourced Data Centres and in-cloud services
•	  Integrated business process with customers and suppliers across value chains 

The key security challenges come from this evolution of the way businesses interact, 
include:

•	 Business process integration with customers and suppliers across value chains 
•	 Many sources of identity and policy enforced over shared IT infrastructure
•	 Manage access to resources in environments that are not under one’s control 
•	 Ensure accountability over a mixed control infrastructure 
•	 Collect evidence about policy compliance for diverse regulatory frameworks
•	 Deperimeterisation of corporate ICT while maintaining acceptable levels of 

security in business operations 

For security to work, the mechanisms put in place must support, not hinder, such rich 
and flexible scenarios. The mechanisms must be flexible and adaptive. In line with 
this analysis, security efficiency, with lower costs and improved service, security 
effectiveness, including regulatory compliance and business agility and increased 
productivity were the three main business drivers of innovation for security in SOI 
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(Dimitrakos et al. 2009b). In this section we focus only on two representative exam-
ples of the security capabilities: federated identity brokerage and distributed access 
management. For a full description of the security capabilities shown in figure 8.2, 
please refer to Dimitrakos et al. (2009a) and Gridipedia (2009b).

Fig. 8.2: Overview of the security capabilities required by service-oriented enterprises

These security capabilities have been validated by the Business Experiment 
BEinEIMRT (see chapter 9) demonstrating the secure integration of an in-cloud 
High Performance Computing (HPC) capability into a regional NHS network in 
Spain in order to facilitate the fast processing of radiotherapy analysis results while 
preserving patient privacy and ensuring the correct association between patients and 
their radiotherapy examination data. Most of these capabilities together with rele-
vant capabilities from VO Management have also been validated in a BE demon-
strating a network-centric distributed platform for scalable, collaborative online 
gaming (see chapter 12).

8.3.1 Federated Identity Management

8.3.1.1 Identity Brokerage and Identity Federation Context Management

This is a capability enabling identity federation and brokerage across business part-
ners. Early developments of this capability stemmed from collaborative research 
between BT and the European Microsoft Innovation Centre in the TrustCoM project 
(Dimitrakos et al. 2004). It is a customizable platform for Identity-as-a-Service 
(IDaaS) provision with technological innovations that resulted in the following 
differentiators compared to what is currently available in the market: 

•	 The business logic of the Identitty Broker can be optimized for each identity 
federation context. This innovation enables the application of different authen-
tication procedures, different federated identity standards, attribute types and 
entitle ments on the same user or resource depending on the purpose of a B2B 
interaction and the scope of the identity federation. The Identity Broker is 
therefore configured to compose security primitives in a behaviourally distinct 
instance of a Security Token Service (STS) optimized for the specific context.
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•	 Administrators can author declarative policies to control information disclosure 
within the scope of each identity federation. Users can also author policies to 
control disclosure of user-provided data. In effect, different policies may apply 
on the same personal data used for different purposes in the same scope or used 
in different identity federations.

•	 The Identitty Broker has been designed with compliance in mind. An innova-
tive policy issuance mechanism allows associating an administrator’s identity 
with the digital signature of a policy fragment (or a user’s identity with digital 
signatures of user-generated data). It also facilitates providing evidence that 
policy fulfilment and disclosure of identity data is in compliance with explicitly 
defined rules of use.

•	 This capability has been designed for use within Virtual Organizations (VO). 
It is easy to manage in multi-administrative environments and integrates 
with related VO capabilities (such as the VO-Set-Up capability described in 
section 8.2 of this chapter). For each identity federation context, it represents a 
partner-specific viewpoint of the associated Circle-of-Trust in a way that trust 
relationships between Identity Brokers respect supply relationships associated 
with the domain. 

•	 Finally, it is designed for the in-cloud use – it is equipped with a secure web-
services remote management interface that enables it to be assembled and man-
aged remotely and provides the basis for an instrumentation layer utilized by 
collaboration services such as the capabilities described in section 8.2 of this 
chapter.

An overview of the architecture of the Identity Broker is shown in figure 8.3. In 
order to allow managing sets of dynamically instantiated services as pluggable 
modules, the management interface is split into two parts: a set of ‘core’ manage-
ment methods and a single ‘manage’ action that dispatches management requests to 
dynamically selected modules. The signature of the ‘manage’ method is parametric 
and dynamically composed depending on the management interfaces of the modules 
integrated in a given STS instance of this capability. The flexibility of XML and 
SOA Web Services technology enables this form of dynamic composition. 

Referring to figure 8.3, the core management methods include operations for 
creating new federation configurations from given specifications, for temporarily 
disabling or enabling them and for inspecting their values and meta-data. A proxy 
function forwards aspect-specific management requests to the management module 
of the respective provider – i.e. the bundle of process and module implementations 
fulfilling an aspect of the STS operation in a given context.

Each federation context has an associated federation selector – a mechanism that 
maps a virtual identity (e.g. security token) issuance request or validation message or 
a management operation to an STS instance configuration. This can be, for example, 
a WS-Trust request for issuing an XML security token, such as a SAML assertion, 
in the scope of a given collaboration (OASIS 2007). In a simple case, the federation 
selector could contain a unique identifier or a collection of WS-Federation meta-
data (IBM 2006). When clients request an STS to issue tokens or to validate tokens 
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(e.g. tokens issued by another STS), the STS will try to determine the context of 
the request, the associated Circle-of-Trust, and whether this can be done based on 
the security primitives available and the configuration information it holds in its 
database. A fault message will be returned to the requestor if no suitable collabora-
tion context is identified or there is no matching configuration that can be fulfilled.

Fig. 8.3: Overview of the Identity Broker architecture

After selecting the matching federation configuration, the Identity Broker instanti-
ates the corresponding STS business logic capability and binds it with the appli-
cable process description. It also instantiates the primitive security functions to be 
composed by the business logic of the STS, such as the corresponding federation 
partner provider, the claims provider and the claims validity provider and binds 
them to the STS business logic process. Each of these internal capabilities of the 
STS may also have a federation-context-specific configuration, which is loaded 
upon their instantiation. An innovative execution mechanism by which instance 
execution takes the form of separate bundles of parallel threads that are allocated 
distinct memory spaces ensures high-performance during operation. 

8.3.1.2 Managing Trust Relationships Among Federated Identity Brokers

Relationships between federated identity brokers form a trust network can reflect 
the service-consumer relationships for a particular value network and a particular 
context. Brokers can share the same federation context identifier (i.e., a shared 
state reference) and associate it with their internal view of the circle-of-trust that 
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reflects their own trust relationships (i.e., local state). The latter may include asser-
tions recognising the authority of those identity brokers they trust in this federa-
tion context4. Directed binary trust relationships can be defined between an identity 
broker and each of the trusted identity brokers with which it is associated in a feder-
ation context by having the corresponding identity brokers accept these recognition-
of-authority assertions. 

Depending on the distribution of recognition-of-authority statements, trust rela-
tionships in such trust networks may be adjusted to reflect the value chain of the 
corresponding business-to-business collaboration. The “VO Set-Up” capability 
presented in section 8.2 utilizes this functionality when coordinating a process 
that distributes the corresponding recognition-of-authority assertions to the corre-
sponding Identity Brokers that require federating and configures their association 
with a shared federation context through the Federation Manager interface shown 
in figure 8.1. For example if (Identity Broker) IB

1 
is a prime contractor recognising 

the authority of subcontractors IB
2
 and IB

3
 in federation context F

1
 and each of IB

2
 

and IB
3 
recognise only the authority of prime contract IB

1 
in F

1 
then IB

1 
will be able 

to process the validity of tokens issued by any of IB
1, 

IB
2, 

IB
3, 

while either of IB
2
 and 

IB
3 
will be able to process the validity of tokens issued by IB

1 
and itself only. 

This model can be further extended by including a representation of trust metrics 
such as those proposed in Dimitrakos et al. (2003) and Jøsang et al. (2005). 

8.3.2 Distributed Access Management 

Distributed access control and authorization services allow groups of service-level 
access policies to be enforced in a multi-administrative environment while ensuring 
regulatory compliance, accountability and auditing.

Until recently most of the research into access control for networks, services, 
applications and databases was focused on single administrative domains and 
the hierarchical domain structures typical of traditional enterprises. However, the 
dynamic nature and level of distribution of the business models that are created 
from a SOI – especially when this incorporates Cloud services – often mean that 
one cannot rely on a set of known users (or fixed organizational structures) with 
access to only a set of known systems. Furthermore, access control policies need to 
take account of the operational context such as transactions and threat levels. The 
complexity and dynamic and multi-administrative nature of such IT infrastructures 
necessitate a rethink of traditional models for access control and the development of 
new models that cater for these characteristics.

The access management capability provides a means for specifying policies that 
control service-level access and usage in such environments and for automating the 
necessary decision-making while facilitating accountability and security auditing. It 
can recognize multiple administrative authorities, admit and combine policies issued 

4 One example of such recognition-of-authority assertions include the “business card” assertions 
proposed by Dimitrakos et al. (2004) and Geuer-Pollmann (2005) – which built on the 
“information card” concept (InfoCard 2009). Another example includes statements such as the 
administrative delegation constraints proposed in Rissanen and Firozabadi (2004). 
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by these authorities, establish their authenticity and integrity and ensure account-
ability of policy authoring, including the non-repudiation of policy issuance. The 
validity of the access policies authored by different administrators is established by 
means of digital signatures from the policy issuing authority (e.g. the administrator 
authoring a policy or a recognized authority vetting the administrator) and may be 
time-limited and must be historically attested. 

This access management capability also caters for policies addressing comple-
mentary concerns (operational and management) in a multi-administrative environ-
ment (see fig. 8.4). It supports policies about the following:

•	 Subjects access resources in a context, i.e. who can do what on which resource 
and in which context. These policies are issued (and signed) by administrators 
authorized to manage resources.

•	 Constraints on who can author policies access policies, such as the above, or on 
who can delegate which access rights about which resources in what context.

•	  Obligations that instruct associated policy enforcement points. 

Constrained administrative delegation (Rissanen and Firozabadi 2004) is a feature 
that allows some administrative authorities to author (delegation constraint) policies 
that constrain the applicability of (access) policies authored by other administra-
tive authorities. Constraints may take the form of rules that apply to a subset of the 
available attribute types and policy evaluation algorithms. This allows, for example, 
for safely delegating policy management rights empowering customers to manage 
the rights of their users directly accessing in-cloud resources in the case of multi-
tenancy hosting scenarios, common in Data Centres and Cloud computing.

In all cases, there may not be any prior knowledge of the specific characteris-
tics of subjects, actions, resources and so on. Hence, there are no inherent implicit 
assumptions about pre-existing organizational structures or resource or attribute 
assignments. This is in contrast to access control lists and traditional role-based 
access control frameworks in several ways:

•	 Attribute schemes and attribute assignment processes may evolve independently 
of the access policies; different authorities can be in charge of attribute defini-
tion, attribute assignment, access policy authoring, and access control.

•	 During access policy evaluation, access decisions may consider environmental 
attributes and other contextual information in addition to attributes of the subject, 
resource and action. Contextual information evolves during the policy life-cycle.

•	  Policy administration and decision making may also be contextualised. Different 
administration and/or command structures may manage independent life-cycle 
models and policy groups associated with different contexts. Access policies 
may also need to be executed within the scope of a particular context that influ-
ences the way in which their evaluation algorithms are being applied. 

In some cases, it may also be necessary to ensure segregation of policy execution – 
that is, that ensure no interference between the policies being executed in different 
contexts. This capability can create new policy stores and policy engine instances 
on-demand for use in distinct contexts. This is particularly useful where in-depth 
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process and policy separation needs to be achieved including remote Application 
Hosting and some Cloud Computing platforms.

Fig. 8.4: Overview of the architecture of the Distributed Access Management capability

The policy decision point (PDP) at the core of the access management capability 
may be exposed as a hosted service, be deployed as a component of a policy deci-
sion making capability with a larger scope (such as a federated identity and access 
management capability) or be an integral part of the policy enforcement (PEP) func-
tion. It is also possible to deploy the overall access management capability as a 
managed service, if needed. 

8.4 Common Capabilities for Managing Software Licences

Technological innovation on how software licenses are provisioned and managed 
throughout the service life-cycle is necessary for enabling commercial applications 
from independent software vendors (ISVs) on SOI and Cloud Computing environ-
ments. As explained in Dimitrakos (2009a) small and medium sized enterprises 
(SME) – especially from the engineering community – stand to profit from this. 
For example, very few enterprises maintain their own simulation applications. 
Instead – in contrast to academic institutions – commercial applications from ISVs 
are commonly used with associated client-server based licensing. The authorization 
of these client-server based license mechanisms relies on an IP-centric scheme: a 
client within a specific range of IP-addresses is allowed to access the licence server. 
Due to this IP-centric authorization, arbitrary users of any shared IT resource may 
access an exposed licence server, irrespective of whether or not they are authorised 
to do so. In the absence of controlled access to a local or remote licence server 
that is suitable for HPC utility and in-cloud hosting, it is often not possible to use 
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commercial ISV applications in these environments. Consequently, a large number 
of commercial users are not able to use ISV applications in such environments. 

The LMA, Licence Management Architecture, capability described in 
Dimitrakos (2009a) is to our knowledge the first complete solution for HPC utility 
or Cloud platforms solving this problem. LMA is architected as a bundle of capa-
bilities, shown in figure 8.5, which combined enable managing software licences 
for shared resource use. One notable innovation has been the ability to transparently 
reroute the socket-based communication via a SOCKS proxy-chain that is scalable 
and suitable for supporting legacy and proprietary client-server protocols that are 
currently used in commercial environments. Another innovation has been a mecha-
nism to authorise access based on one-time credentials (in close analogy to PIN/
TAN solutions) that is suitable for use over open infrastructures with varying levels 
of trust and enable run-time authorisation and context-based accounting. 

The LMA capability is generic, independent of specific middleware choice, and 
features cost-unit based accounting. It enables using licensed ISV applications in 
HPC utility or Cloud platforms in a wide range of provisioning scenarios. In combi-
nation with secure access to the licence server, LMA facilitates the non-interruptive 
business transition to pay-per-use models while supporting the current legacy tech-
nology that used to manage software licences. It therefore enables increasing of the 
market size in the area of SOI and on-demand Cloud Computing. 

Aspects of LMA have been validated in various HPC utility contexts including 
a BE that demonstrated the use of a large scale multidisciplinary compute Grid to 
generate cost-effective and optimised solutions for water management (see BE06 
2009), and a Business Experiment that demonstrated a solution to reduce the tech-
nical and economical risks that are implicit in large and complex ship building 
projects (see chapter 10). 

Fig. 8.5: Overview of the architecture of the License Management capability
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8.5 Common Capabilities for managing Service Level Agreements

Quality of Service (QoS) is in essence about a set of quality metrics that have to 
be achieved during the service provision. These metrics must be measurable and 
constitute (part of) a description of what a service can offer. The QoS of IT serv-
ices is often expressed in terms of capacity, latency, bandwidth, number of served 
requests, number of incidences, etc. The QoS of services offered to the customer is 
sometimes expressed as a package (for example bronze, silver, gold) and in relation 
to key performance indicators (KPI). In this case, a match between the elements of 
the scale and measurable metrics relative to the service is provided.

A Service Level Agreement (SLA) defines the QoS of the services offered. 
Typically SLA is a formal written agreement made between two parties: the service 
provider and the service user, defining the delivery of the service itself. The docu-
ment can be quite complex, and sometimes underpins a formal contract. The 
contents will vary according to the nature of the service itself, but usually includes a 
number of core elements, or clauses. These define a specific level of service, support 
options, incentive awards for service levels exceeded and/or penalty provisions for 
services not provided, etc. Some organizations, attempting to avoid negative conno-
tations, prefer to use the terms SLE (service-level expectation) or SLG (service-
level goal) for the definition of the QoS of the services they offer.

Fig. 8.6: Summary of an impact assessment of SLA use for IT services (Biddick 2008)

Functional service-level agreements attracted high interest from telecommunica-
tion service providers in the late 1990s. More recently enterprise, government, and 
academic environments have been moving towards SLA-driven services as more 
of the commonly used services are now being delivered online. However, as was 
the case with the telecommunications industry in the ‘90s, the right elements to 
generate and manage a successful SLA are rarely in place. Many organizations that 
depend on IT lack the governance structures, service catalogues, defined processes, 
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management and monitoring services that are necessary for managing SLAs 
successfully.

A successful SLA strategy must include the ability to collect configuration 
information on network and server assets, access customer information for busi-
ness impact analysis, and provide data on all internal or external SLAs5. Ensuring 
that users have visibility of what services IT makes available, what level of service 
is provided, and that they have the ability to verify the level of service offered can 
help increase customer satisfaction and improve the overall relationship between IT 
and the users. A service-centric approach to SLA management is the cornerstone of 
a user-centric approach to the IT offered. Figure 8.6 summarises an impact assess-
ment of SLA use for IT services.

In this section we present a bundle of capabilities for managing SLAs (summa-
rised in fig. 8.7) that can enhance common Grid computing platforms with a 
comprehensive environment covering the full-life cycle of SLAs for the use of ICT 
resources and services. One such example includes the first implementation of a 
comprehensive SLA framework (Rosenberg and Juan 2009) on top of the Globus 
Toolkit – an Open Source Grid Computing middleware commonly used in large-
scale science projects and some commercial applications (GT4 2009). 

Fig. 8.7: Common capabilities for SLA management against the life-cycle of managing SLAs

5 The term “internal SLA” refers to agreements governing the relationship between a service 
provider and the ICT infrastructure services and resources used in order to deliver a service to 
the customer. The term “external SLA” refers to the agreement for the relationship between the 
service provider and the customer. 
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Capabilities for SLA specification include support for standards-based specifica-
tion of SLAs and templates, such as the standard WS-Agreement (WS-Agreement 
2007). Service delivery is described through the {service, SLA} pair, defining 
exactly what the client is expecting from the provider. The complete lifecycle of 
the service is mirrored by the life-cycle of the corresponding SLA specification. As 
such, the SLA has a lifespan that is at least as long as the period of service usage by 
the service consumer. 

The main challenge of SLA discovery and negotiation resides in providing a 
comprehensive environment for discovering the SLA under which a service may 
be offered and negotiating the parameters of the SLA clauses in order to obtain a 
contract which is best fit for its use, minimising over- and under-provision. Service 
discovery based on SLA is well understood and is gaining acceptance in business. 
SLA negotiation however is not widely accepted at present and its business justifi-
cation is being debated. In March 2009 WS-Agreement (WS-Agreement 2007) has 
been in its last steps to become a full standard. It offers the only standard in this 
area that has met some acceptance. Several implementations of this specification 
have been developed since 2007, including some available as Open Source software 
from the Grid Resource Allocation Agreement Protocol (GRAAP) Working Group 
(http://forge.gridforum.org/sf/projects/graap-wg). However, the technical means to 
perform negotiation are not yet there; the WS-AgreementNegotiation protocol, for 
example, is still at early stages of maturity. 

Extensive experimentation across many vertical market sectors has indicated 
that the business justification for SLA negotiation is not widely accepted and when-
ever it is considered to be applicable, this is merely in relation to SLA discovery 
(Dimitrakos 2009a). This finding is consistent with findings of several European 
research projects such as TrustCoM, NextGRID, Akogrimo and BEinGRID (Parkin 
et al. 2008). More importantly, the business reasoning for providing a capability to 
re-negotiate SLAs remains unclear (as opposed to cancelling an SLA and replacing 
it with a new one). Extensive experimental analysis in various business sectors by 
the BEinGRID consortium (Dimitrakos 2009a) has also confirmed acceptance of 
either simple short-term SLAs for use of IT resources or of complex legal contracts. 
The latter are perceived as a means of treating higher value or higher risk offer-
ings by the parties involved, their definition typically involve qualified lawyers 
and would not be automatically renegotiated. Furthermore national law in some 
European regions obligates that renegotiation is treated as a negotiation of a new 
contract. Nevertheless, it appears as if in some cases companies are willing to enter 
a fixed long-term contract, and allow for short-term contracts (typically referencing 
the over-arching long-term legal contract) that can be negotiated automatically, 
within a limited scope.

The SLA optimization capability matches the information offered in SLAs 
to the available resources. This improves the provider’s scheduling strategy, 
allowing the provider to improve the utilisation of its resources. It also allows 
implementation of the business rules which govern the allocation of resources 
based on KPIs such as the return value of the incoming SLA requests. Most 
schedulers are designed to optimise the resource usage based on the incoming 
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resource requests, but very few take into account KPIs such as the business value 
of the request. 

The SLA evaluation capability compares information collected from sensors 
and other monitoring tools to the SLA objectives, and raises alarms when thresholds 
are passed or constraints are violated. The provider, having detailed information of 
its resource status, can act proactively to address failures, thus managing the risk 
associated with the penalties incurred. Depending on the SLA, the consumer may 
also receive such notifications, and can reallocate tasks, enhancing its ability to 
react to the likelihood of failures. This capability builds on a modular architecture 
that exploits a topics-oriented publish-subscribe model and can instrument native 
or “off-the-self” ICT resource monitoring tools. Intelligent event correlation and 
non-repudiation combined with SLA-based accounting and annotation of violations 
make information clearer and reliable enough for enabling evidence gathering and 
evidence-based decision making regarding claims for compensation.

The SLA-based accounting capability supports the selection and adoption of 
the suitable charging scheme for each service execution environment based on the 
metrics included in the SLA specification. Such metrics may deal with a variety of 
heterogeneous resources. This capability enables charging for service use based on 
its real execution cost. The analysis reports produced by this capability also helps 
clarifying resource usage and causality of retribution and penalties.

Figure 8.7 shows an overview of these capabilities against the typical life-cycle 
of managing SLAs. The business benefits of such a comprehensive environment 
for SLA management over Grid middleware include optimising resource alloca-
tion and use in response to market requirements, reducing Total Cost of Ownership 
(TCO) by improving efficiency of resource utilisation and faster and better targeted 
response to failures, increasing customer confidence by allowing transparency of 
operation (subject to the SLA), and enabling customisable billing by providing 
finer granularity of accounting and reporting. These results have been validated 
in various Business Experiments in different vertical market sectors including the 
Business Experiments in the area of online collaborative gaming (see chapter 12) 
and remote computation for radiotherapy cancer treatment planning (see chapter 9). 

8.6 Common Capabilities for Data Management

Companies in most vertical market sectors that are considering the use of Cloud 
computing or Data-Grids for federating data share common concerns about storage, 
access, translation and integration. These can be simplified in the following key 
points – further analyses are included in Dimitrakos et al. (2009a) and Thomson 
(2009):

•	 Where should data be placed and how should it be retained?
•	 How should data be accessed?
•	 How should data be presented by one provider so that others will understand it?
•	  How can one combine data from many distributed and heterogeneous sources?
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All of these questions are important to modern businesses. In many industries, 
collaboration and the efficient flow of information between organizations is critical. 
For example, Just-In-Time techniques (Toyota MMK 2006) aim to improve the effi-
ciency of a supply chain and to do this effectively they need access to up to date 
information from multiple organizations.

The capabilities mentioned in this section focus on addressing the challenges 
of accessing, integrating and utilising existing data that may be heterogeneous and 
originate from multiple business partners in a value network. They enable solutions 
for facilitating access to remote data sources, for homogenizing the treatment of data 
sources, and for synchronising multiple data sources. Reference implementations of 
these have been developed over OGSA-DAI platform. The latter is contributed by 
the Open Grid Services Architecture – Data Access and Integration (OGSA-DAI) 
project (http://www.ogsadai.org.uk), a part of the Open Middleware Infrastructure 
Institute UK (OMII-UK, http://www.omii.ac.uk/).

More specifically the following common capabilities have been identified and 
developed over OGSA-DAI: 

•	 Data Source Publisher: This capability simplifies the set-up of existing grid 
middleware by allowing a source of data to be published over web services. It 
also reduces the ease of use OGSA-DAI, hence lowering the overall entry cost.

•	 OGSA-DAI Trigger: This capability enhances OGSA-DAI with new data inte-
gration features and allows for automated data integration using OGSA-DAI. 
Underpinning this capability is innovation that allows executing an event-driven 
OGSA-DAI workflow when a database changes.

•	 JDBC Driver: This capability offers a new interface for OGSA-DAI that allows 
enhanced data integration in existing applications and makes integrated data 
resources appear as a simple database.

•	 OGSA-DAI SQL views: This capability allows adapting an existing data source 
for use in a Data-Grid; it enables a view that is independent of the data source 
and appropriate for use in a Data-Grid without affecting the original data-source. 

The results in the Data Management area offer new opportunities for collaboration 
between business partners by enabling access to sources of information, reducing 
costs due to better integration of data across sites and enabling the development of 
simpler data-oriented applications. They also improve the OGSA-DAI framework 
with a more comprehensive data integration capability and reduce the barriers to 
adopting OGSA-DAI in business environments. 

The results in the Data Management have been validated in a BE demonstrating 
the use of Data-Grid technologies for affordable data synchronization and SME 
integration within B2B networks summarized in BE24 (2009). Some aspects were 
also validated in a BE demonstrating improvements to the competitiveness of 
textile industry gained by implementing a SOI between textile firms and technology 
provider that focused on offering high end services such as production scheduling, 
global resource scheduling and virtual retailing. Other aspects were validated in 
a BE focusing on supporting post-production workflow enactment in the film 
industry, summarized in BE02 (2009).
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8.7 Common Capabilities for Data and Service Portals

Portals are commonly used as a means of obtaining a unifying view of SOI and 
Cloud platforms and of introducing transparencies that hide the complexity of the 
underlying IT infrastructure. They include portals for managing user communities, 
portals for accessing distributed data sources and portals for managing the life-cycle 
of computational tasks (i.e. submitting, monitoring in real-time and controlling a 
job). Many businesses considering investing in Grid or Cloud computing have busi-
ness needs relating to the use of such portals. Based on the analysis of their require-
ments (Dimitrakos et al. 2009a), the strongest business needs for technological 
innovation in this area were organized in three sub-categories: 

1. Security, user provisioning and user management
2. Efficiency and security of file and data sharing 
3. Visibility and manageability of submitting, monitoring and controlling trans-

actions, jobs and other computational tasks

Typically, such business needs become even more critical in the case of cross-
organisational portals – i.e. portals shared among a community of business partners 
(Virtual Organization), portals that offer access to shared resources, or portals that 
offer access to federated services or resources offered by a Virtual Organisation. 
Unfortunately, this is where most current solutions appear to be weaker. 

The main research and development results in this area have taken the form 
of extensions to a Plug & Play portals development framework (Dimitrakos et al 
2009a) built on top of the Open Source Vine toolkit (Gridipedia 2009c). The key 
innovations underpinning this result are a configurable abstraction layer that uses 
Web2.0 mash-up technology to hide complexity of Grid computing tasks, and an 
innovative user and account provisioning mechanism. This framework helps in 
reducing integration costs and preserve existing investment by facilitating integra-
tion with existing solutions through a flexible plug-in adaptor mechanism. Ease of 
integration with existing content management tools and legacy applications also 
results in reducing the cycle time of Grid portal development projects. Finally the 
user provisioning and administration mechanisms help reduce human error, coor-
dinate application-specific accounts and authentication mechanisms and results in 
an easier to manage uniform administration layer. The high-level architecture of the 
main capabilities developed for this framework is shown in figure 8.8. 

Further studies (Brossard and Karanastasis 2009, Raekow et al. 2009) have 
analyzed how this framework can be further enhanced through its integration with 
other capabilities mentioned in this chapter. Brossard and Karanastasis (2009) 
explore the added value of integrating this framework with the federated identity 
and access management capabilities mentioned in previous sections. Raekow et al. 
(2009) explore the added value of integration with the License Management capa-
bilities mentioned in previous sections of this chapter.
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Fig. 8.8: Aspects of an extensible service portals framework for Grid and Cloud computing

Results in the area of Grid Portals have been validated in various vertical market 
sectors including a Business Experiment focusing on production scheduling and 
virtual retailing in the Textile Industry, described in BE13 (2009), and a Business 
Experiment demonstrating the enactment of Web2.0 workflows for Service Oriented 
Infrastructures in complex enterprises, described in BE23 (2009).

8.8 An example that brings it all together

The European IT Infrastructure Management Services market was worth almost 
50 billion Euros in 2006 according to a report from IDC (IDC 2005) and has been 
increasing by almost 10% a year until 2009. It appears that a similar trend is now 
emerging in the Cloud computing area. Merrill Lynch (2008) derives the spending 
on Cloud computing from total software spending. For 2011, it is expected that 
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20% of spending on enterprise applications and infrastructure software and 8% of 
spending on custom software will be spent on Cloud computing. The worldwide 
Cloud Computing market is expected to reach $95 billion by 2011. This represents 
12% of the total worldwide software market.

One of the recurrent challenges for businesses in this area is how to manage 
the deployment, distribution and configuration of the capabilities and resources 
required for offering a service that is distributed over multiple hosts that may not be 
under the control of the same enterprise. According to the analysis at (Dimitrakos et 
al 2009a), the top four concerns in this area have to do with: 

•	 How to define and enforce security policy 
•	 How to measure and optimize resource usage 
•	 How to monitor and evaluate the quality-of-service offered against an SLA 
•	 How to manage configuration over a federation of hosting platforms

In response to this challenge we show how many of the common capabilities 
mentioned in previous chapters can be integrated into, or enable, a capability that we 
call “(Enhanced) Application Virtualisation”. This enables managing the deploy-
ment, distribution, coordination and configuration of the capabilities and resources 
required for offering as a service applications distributed over a group of network 
hosts. The latter can be nodes of a Grid or an aggregation of Cloud platforms offered 
by a single or multiple platform providers. On such environments, this capability can 
add an instrumentation layer configuring and coordinating different service execu-
tion environments for enabling the secure and manageable exposure to consumers 
of remotely hosted (and potentially distributed) applications. Even if, in the shorter 
term, an enterprise is not considering managing services that are distributed among 
different Cloud environments, this collection of capabilities offers a means for 
providing a unifying layer for managing security (i.e. identity, access management, 
secure service integration, etc.), SLA fulfilment and performance monitoring across 
multiple service delivery platforms.

An evolution of this bundle of capabilities could also be exploited to coordinate 
the integration of, and manage, Software-as-a-Service (SaaS) offered on Cloud plat-
forms of different providers (e.g. Amazon, Microsoft Azure, etc.). It is reasonable, 
in fact, to suppose that different Cloud providers could differentiate their offers 
hence generating a market where different Cloud platforms are best fit for hosting 
different kinds of services. Consequently offering a capability enabling the selection 
of most suitable providers for hosting a SaaS solution as well as coordinating appli-
cation deployment and exposure on Cloud platforms offered by different providers 
can be attractive and produce high return on investment. According to a 2009 survey 
of European SMEs by ENISA (ENISA 2009) the majority of responders (32%) 
consider a federation of Cloud platforms offered by various providers to be most 
suitable Cloud for an SME. A close second (28%) is a Cloud platform offered by a 
trusted partner for use by a business community.

A typical usage scenario of this capability is shown in the following figure 8.9, 
where an Application Service Provider (ASP) provides an in-cloud SaaS to a client 
on the basis of an agreed contract (SLA). In order to optimise capital expenditure 
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and to match use of IT resources to business demand the ASP has joined a commu-
nity of Cloud platform providers that can offer the resources, platform and infra-
structure services that the ASP needs in order to provide this in-cloud application 
as SaaS to its own user community. In order to monitor service usage and optimise 
resource utilisation the ASP creates an instance of the application for each customer 
it serves based on Quality of Service parameters that reflect the corresponding 
customer agreement (SLA). A separate reference to a service endpoint is produced 
for each instance of the application. The creation of the application instance is initi-
ated via the ASP via Cloud service management interfaces that are offered by the 
Cloud platform federation (represented by a Broker).

Fig. 8.9: Creation of in-cloud SaaS application instances on an in-cloud Hosting Environment

The ASP is assured by the Broker (representing the Cloud platform federation), 
based on its visibility of the SLAs provided by the Cloud operators, that the created 
instance can meet the SLA it has agreed with its customer and is provided with the 
necessary capabilities for managing the life-cycle of the application instance and the 
policies governing the (virtual) service delivery platform through which the applica-
tion is offered to the ASP’s customers. The ASP is not exposed to the complexity 
and heterogeneity of the capabilities that have been combined in order to allow the 
application service delivery. Unless described in the SLA, the ASP avoids exposure 
to the specifics of where specific application resources have been deployed. The 
ASP has delegated to the community of Cloud platform providers (represented by 
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a Broker) the selection of suitable hosting environments and the execution of proc-
esses that implement the deployment and configuration of application instances and 
their exposure as a service. It has been provided with specialized management serv-
ices that the ASP uses for coordinating these processes and managing the operation 
of the in-cloud application services it offers to its customers throughout their life-
time. 

Fig. 8.10: High level architecture of the (enhanced) Application Virtualization Capability

The virtualized application is exposed via an in-cloud service Gateway and the inte-
gration of any other value adding services (VAS) – potentially provided by third 
parties – catering for the non-functional aspects of the application is transparent 
to the application consumer (see fig. 8.10). The capability enables the ASP to use 
standardised management services in order to govern the configuration of the virtu-
alised application, the underlying virtual service delivery platform and any third 
party value adding services (VAS) such as SLA and security capabilities that have 
been selected by the ASP to enrich the customer experience. The adoption of the 
Gateway offers the necessary location and platform transparency while acting as an 
integration point (i.e. a virtual service bus) to external value adding services.

In terms of business impact, this bundle of capabilities allows an ASP to offer 
their applications as a service in a simple and manageable way without being 
exposed to the detail of managing the enabling infrastructure. This increases flex-
ibility and allows a separation of concerns between application provisioning and 
management, and facilitates their transition towards a SaaS model.
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8.9 Conclusions

In this chapter we presented a selection of common capabilities (i.e. services 
capturing reusable functionality of IT solutions) for Grid and Cloud Computing 
that can be used to address business and technical challengies identified by the 
Business Experiments. 

In our analysis, we highlighted the likely impact of innovation produced by 
each common capability, and referred to concrete examples of publicly available 
descriptions of Business Experiments and real-life business scenarios where the 
current state-of-the-art can be improved by exploiting implementations of these 
common capabilities. In each case, our analysis included a reflection of the inter-
action between the technical experts innovating, the business analysts supporting 
them and a relevant pool of business stakeholders. Such analysis and validation of 
technological innovation is of an unprecedented size and diversity not only in the 
history of European research and innovation but also globally. 

In this chapter we also presented a futuristic, indicative integration scenario that 
illustrates how several reusable capabilities that originate in diverse thematic areas, 
and meet diverse business requirements can be brought together in order to solve a 
challenging and complex problem that may appear as the market evolves.

The capabilities mentioned in this chapter have been developed as part of 
the technological research and innovation activities of BEinGRID project. They 
embody technological innovations in areas that are considered to be critical for the 
way that business will be done in the future, based on the collective experience of 
25 Business Experiments that cover many sectors of the European economy. Many 
of these offered real-life business scenarios and a platform for validating these capa-
bilities and for identifying best practices in close liaison with stakeholders in value 
chains that represent each vertical market sector and the European economy as a 
whole.

This chapter only covers at a high level a small subset of the common capa-
bility definitions, the associated design and implementation patterns and the valida-
tion scenarios that constitute the main body of knowledge and recommendations 
produced by the technology innovation stream of BEinGRID. A book edited by the 
author (Dimitrakos et al 2009a) includes a more extensive analysis of these results. 
It targets a general audience of strategists, technical consultants, researchers and 
practitioners in SOI technologies with emphasis on Grid and Cloud Computing. 
More information is also being made available at the on-line knowledge repository 
IT-tude.com (http://www.it-tude.com) – formerly known as Gridipedia (http://www.
gridipedia.eu/) – that was developed with support of the BEinGRID project.
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9.1 Introduction – The Need for and Potential of Grid Computing for 
Radiotherapy Cancer Treatment Planning 

The health sector is an important user of information technologies, both for the 
management and administration of the hospitals and other services as well as for the 
clinical usage. For example, currently, there is an important activity to install Patient 
Record Information Systems, including the interchange of this information among 
hospitals. For several years now, these information systems have included the image 
and other data for diagnosis in electronic form. Additionally, there are other infor-
mation technologies solutions to help doctors and technicians in the diagnostic and 
treatment of serious illness. One of these clinical tools is the system to calculate the 
radiotherapy treatments for cancer patients that usually are often called TPS, the 
acronym for Treatment Planning System. 

Cancer represents the second largest cause of death in Europe (Coleman et al. 
2008, Ferlay et al. 2007). Radiotherapy is frequently used to treat it, on its own or 
combined with other methods. Radiation therapy exposes the cancerous growth to 
electron beams, X-rays or gamma rays that can kill the cells. It is effective because 
of heightened sensitivity of the tumour cells to the radiation, relative to healthy 
cells. In addition, the harmful effects of the radiation can be minimized by focusing 
only on the particular area to be treated and shielding the remainder of the body. 
There are two main types of radiotherapy: Brachytherapy, where the radiation is 
generated inside the body of the patient by radioactive sources inserted inside or 
around the tumour, and external radiotherapy, where the radiation comes from an 
external source, commonly an electron accelerator or Linac. In this case, the tumour 
is radiated from several angles so adding their individual contributions to the final 
prescribed dose that can be delivered.

The external beam radiotherapy (also known as teletherapy) has two main tech-
niques: Conformal Radiotherapy (or CRT) where the X-ray beam takes the shape 
of the tumour seen from the Linac, and Intensity Modulated Radiation Therapy (or 
IMRT) where the strength and the form of the beam changes during the delivery, to 
allow a better control of the dose. Because of the affectivity of the external radio-
therapy, other techniques have been recently released as Image Guide Radiotherapy 
(IGRT) or hadrontherapy. Probably others will appear in the near future because of 
the intense research activity in the field.

For every used technology, the treatment must be determined uniquely for each 
patient. The doctor initially prescribes the dose (this means, the amount of radiation) 
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which the tumour must receive. To deliver it, the medical physicists (the technicians 
who calculate the final treatment) follow a strict planning protocol which includes 
a simulation to determine the final doses in order to ensure its quality and effec-
tiveness, using the in-house installed TPS. The plan must be available quickly to 
allow treatment to commence as soon as possible and frequently requires a second 
calculation for quality control or, in complex cases, the experimental verification, 
which is costly in time and money. Reducing the full time required to perform, and 
to check the calculations or improving its accuracy will improve quality, efficiency 
and satisfaction in the hospital procedure.

The Business Experiment BEinEIMRT includes a new set of remote tools to 
help the medical physicists to define these plans: an optimizer, and a virtual veri-
fier. These tools were developed in the framework of a previous national Spanish 
research project named e-IMRT (http://eimrt.cesga.es), funded by the regional 
government of Galicia (Xunta de Galicia). The optimization tool provides them 
with a set of suitable plans which fulfil the prescriptions. The plans can be compared 
between them and analyzed by the technicians. In the case that one of the plans is 
considered valid, the medical physicist can download the plan in DICOM-RTPLAN 
format to be recalculated with their internal TPS. The advantage of this tool, addi-
tional to the usage of updated and accurate algorithms and its extensibility to several 
optimization models, is that it examines several treatment modalities simultane-
ously. It produces results for CRT, IMRT and few-levels radiotherapy techniques. 
So, the technician can compare among them and selects the most effective or that 
which may not be the most effective but the less invasive to deliver (and in some 
cases, cheaper than another plan).

The verification tool allows the medical physicists to virtually check the treat-
ment. Usually, the internal protocols of the hospitals include a cross-checking of 
the treatment plan with a simpler dose calculation method. This cross-check tries 
to avoid errors in the treatment planning which can be dangerous for the patient. 
Frequently, it could be done experimentally. To do it, a phantom which emulates 
the patient is instrumented to record the doses in certain control points and the 
planned treatment is fully delivered. The recorded doses are analyzed and compared 
with those calculated by the TPS. Only when both of them are in agreement, the 
treatment plan is considered valid. However, this experimental verification is costly 
in time and money, and, what is worse, the Linac cannot be used to deliver treat-
ments to the real patients during the data acquisition time. So, the medical physicists 
have demanded new software tools for accurate verification of the plans, and Monte 
Carlo simulation methods are considered the best solution. But, additionally to the 
complex technical details of such simulations, these methods need a large amount of 
CPU cycles which make them unpractical, and almost impossible with the current 
computing infrastructure of the hospitals.

The e-IMRT (Mouriño Gallego et al. 2007) solution has been designed to provide 
these services following a Software-as-a-Service (SaaS) paradigm. The application 
provider must first solve the problem of the computing resources that they require. It 
can use its own local resources, but this solution limits the scalability of the service 
and increases enormously the initial investments. To solve those constraints, the 
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usage of Grid infrastructures is one of the best available options. Grid can provide 
the computing resources needed by the services, with a strong security that provides 
the trustworthiness of the platform.

Within the framework of this short BEinEIMRT experiment, the e-IMRT plat-
form has been upgraded with several BEinGRID common capabilities. Using 
BEinGRID SLA Negotiation component, which has been plugged into GridWay 
metascheduler (Huedo et al. 2004, Llorente et al. 2005), the platform has acquired 
the capacity of negotiating CPU capacity on demand among a set of pre-selected 
providers. Additionally, the security of the exposed web services interface has been 
improved with the integration of two new components which verify the content 
of the received requests and check the authorization of the user to perform such 
operations. Also, the Business Experiment has started the validation of the methods 
and the platform within the hospital, and analyzed the viability from a commercial 
point of view. The experiment has involved the participation of several partners with 
different roles:

•	 Centro de Supercomputación de Galicia (CESGA) in Spain. It acted as Grid 
application provider and as the front-end for the final user. It had adapted the 
services to the usage of Grid infrastructure. In the future, it could sell the solu-
tion, both as a service and as a product and will grant licenses for third parties. 
Also, it could be a Grid provider for third parties that commercialize the service 
or for hospitals that want to have the product installed in-house. 

•	 Radiophysics Research Group of the University of Santiago de Compostela in 
Spain. It acted as technology and knowledge provider. It provided the expertise 
in Medical Physics, and developed the backend solutions for verification and 
optimization of treatment plants. In the future, this group will generate new solu-
tions as well as support the Grid application provider in the extension (including 
more models of Linacs from other manufacturers) and other improvements to 
the platform. 

•	 Information Technology Group of the University of Vigo in Spain. It acted also 
as a technology provider. It had developed the web front-end, the web services 
and deployed the security solutions. In the future, this partner will adapt the 
interface to the technological evolution and to the new solutions.

•	 Distributed Systems Architecture Group of the Universidad Complutense de 
Madrid, Spain. This third technological provider has collaborated in the integra-
tion of GridWay into the platform. It has designed the SLA integration with this 
metascheduler. 

•	 Fundación IDCHUS. It is the Research Foundation of the Complexo Hospitalario 
de la Universidad de Santiago (CHUS), Spain. It acted as the final user (as it 
is), defining requirements, and validating the generated solution from the plat-
form. Hospitals like CHUS are the only ones that can test the new solutions for 
clinical usage, which is a must for commercial success of solutions in the health 
sector. So, a stable agreement with one or, better, several hospitals is necessary 
for the future. They help to identify new requirements and validate them before 
commercialization. 
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The experiment started in March 2008 and finished one year later. During this short 
time, the platform was upgraded with the new functionalities, the back-end software 
was improved and several tests were performed to validate both the BEinGRID 
inserted components as well as the solutions provided by the platform using common 
radiotherapy software validation tests. Although some of these radiotherapy valida-
tion tests are still under execution at the moment of writing, the benefits of using 
Grid has been demonstrated, as will be shown later. 

9.2 Description of the Technological Solution

The architecture of e-IMRT after the enhancements were added is illustrated in 
figure 9.1 below. 

Fig. 9.1: Overview of the e-IMRT architecture after the integration of BEinGRID components

The end users can use both the web based client provided by the project or connect 
through their own application calling directly to the services. The computational 
back-end infrastructure is completely hidden to them. The expensive computational 
work is executed on the local or external Grid resources and managed by GridWay.

The e-IMRT platform is designed following a three layer model (see fig. 9.1). 
The first layer can be a thin client based on a web interface, which makes intensive 
use of Java and Flash applets. This user interface is used by the medical physicists 
to define the parameters of the service request as the maximum or minimum doses 
for the optimization, or the reference values for the comparison between dose maps 
in the verification. Specific Java applets are used to manage the upload of the needed 
treatment and patient’s information based on DICOM files. Before leaving the 
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client, the patient’s personal data is removed from these files. This anonymization 
decreases the level of security measures to be implemented by the service provider 
both in the server and in the host building, to comply with the European regulations 
on health data protection, because the patient’s identity is never known outside the 
hospital premises. The web client communicates with a web portal which translates 
the request in a suitable message to call the second layer: a set of web services. 
These services expose the main functionality of the platform. There are specific 
services for the different supported operations such as user data management, file 
management, or process request. These are the unique ways to access the stored 
information and to control the status of the requests. In the last layer, the back-end 
stores the information about each user, the treatment plan and manages the execu-
tion of the different processes. Alternatively to the web client, the hospital can call 
directly to the web services (but in this case it will be responsible for removing 
the patient’s personal data from the files) from its own application, although this 
method has not been used yet.

There are three kinds of users in the platform: the main administrator who works 
for the service provider and manages the platform; the hospital leader, who admin-
isters the information needed about the hospital facilities, as the model and param-
eters of the Linacs or the tomographs; and the final users, mainly medical physicists, 
who demand the main services. No other user type is provided by the platform, so 
the patients and doctors are not expected to use it.

To leverage the security of the platform, two components were added, inte-
grated, and validated during the Business Experiment (represented as WS-Security 
gateway in fig. 9.1). The first one is a Policy Enforcement Point (PEP). It is an 
XML security gateway which securely exposes services by checking and validating 
service requests. All requests are checked against a security policy to ensure they 
are legitimate. To do so, the PEP may require additional security services such as 
an identity broker or an authorization service. In particular, in this scenario, the PEP 
delegates access control requests to an authorization service: the Policy Decision 
Point. The PEP can also perform other tasks, such as checking them for XML 
threats and validating them against the service interface definition. In particular, it 
has the ability to encrypt/decrypt and sign/check the signature of the communica-
tion thus ensuring privacy, integrity and confidentiality. The PEP used is a commer-
cial product: Vordel’s XML Gateway. The second component is the Policy Decision 
Point or PDP. It is an authorization service based on the XACML standard for repre-
senting and evaluating access control policies and requests, returning its decision to 
the requestor. The response can be either PERMIT, DENY, NOT APPLICABLE, or 
INDETERMINATE. Access control policies can be more or less fine-grained, are 
defined by the administrator and can deal about who is permitted to do what and 
when. E-IMRT used Axiomatics’s Policy Server to implement PDP.
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Fig. 9.2: Schematic view of the treatment plan verification workflow 

The second main addition to the platform was GridWay. The main aforementioned 
services, optimization and verification, use remote computing capacity quite inten-
sively. For example, in figure 9.2 the workflow of the verification process is shown 
(Gómez et al. 2007, Pena et al. 2009). It comprises several phases. Three of them 
(1, 3, and 5) are executed locally because they need limited computing capacity. 
However, steps 2 and 4 demand a large amount of CPU time but, fortunately, can be 
split in many jobs and distributed to remote computing farms using Grid interfaces. 
The amount of jobs and their duration depends on the type and definition of the 
treatment plan and is calculated on-the-fly within the workflow. The optimization 
process has a similar workflow, where part of the work can be done locally, but there 
are compute intensive calculations that have to be done remotely to accomplish the 
expectations of fast return of the end users. The Grid jobs are managed by GridWay, 
a metascheduler that can submit the jobs to several Grids using different middle-
ware as Globus or gLite, and permits their usage simultaneously. GridWay has 
been enhanced with a plugin (Broker GW-SLA) which uses the SLA Negotiation 
BEinGRID component to add computing resources dynamically (Bugeiro et al. 
2009) (for more details on this component see section 8.5 in chapter 8). This plugin 
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monitors the status of the resources known by GridWay. When it detects that there 
are not enough resources to fulfil the demand, an automatic negotiation with previ-
ously registered Grid providers starts. The component only negotiates the final 
number of CPUs and the price within the limits previously agreed and stored in the 
server. These limits, which we call pre-SLAs, must be negotiated off-line by the 
parties in advance and a contract must be signed. Currently, SLA Negotiation does 
not provide electronic signature of the agreements.

Another important technical feature is that the workflows submit the jobs using 
the Distributed Resource Management Application API or DRMAA (Rajic et al. 
2008). It adds flexibility to the platform because it makes it independent of the final 
scheduler. So, GridWay can be substituted by another scheduler which supports 
such a standard. It facilitates the migration to another computing allocation and 
submission paradigm such as Clouds or an installation inside a hospital in a cluster 
with a usual local scheduler such as Grid Engine or Portable Batch System (PBS). 
So, the platform can be easily adapted to the technical evolution and different work 
environments, improving its adaptability.

9.3 Added Value for the User 

The aim of the e-IMRT platform is to provide remote tools for radiotherapy based 
on the use of vast computing power to improve the accuracy and quality of the solu-
tions. From this point of view, the provision of these services clearly benefits from 
the usage of Grid technologies. Grid started in the data and computing domains 
to permit the collaboration among partners, sharing their resources to tackle the 
problem of storing and analyzing large amounts of data or to make complex simula-
tions. Now, the platform uses the developed technology to provide real added value 
services to medical physicists to help cancer treatment planning. The usage of Grid 
infrastructure opens this possibility because:

•	 It permits the execution of complex workflows that need a large CPU capacity 
that is not usually available within the hospitals. By using Grid, medical physi-
cists can have access to this capacity remotely and, what is most important, 
reduce the time-to-solution to a level that can be acceptable for their daily work. 
The time for executing it with only 1 CPU makes unpractical to use this Monte 
Carlo simulation technique for daily work. Only when more than 40 CPUs are 
available, the execution time becomes acceptable for inclusion of this process in 
the internal treatment planning protocols. This is a big infrastructure for a radio-
therapy department and it is out of scope of its business objectives. For example, 
the execution time of a treatment verification can be reduced from 193 hours to 
only 4 hours. This means, from more than one week to an acceptable time for a 
day of work (see fig. 9.3). A further reduction of this time is still possible and 
work is continuing to improve the scheduling of jobs. 
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Fig. 9.3: Execution time of one treatment plan verification versus the number of available CPUs

•	 It decreases the market entry cost. The service provider does not need its own 
computing farm. In fact, only two front-end servers (for redundancy) are needed 
to start the provision. The computing power can be leased from Grid providers 
on demand. Even in the case of having its own infrastructure, the Grid applica-
tion provider can adapt to peaks in the demand renting CPU capacity or sharing 
resources of other providers. Also, those hospitals which install the solution in 
their premises can adapt to their internal demand, renting CPU capacity to other 
Grid providers.

•	  It increases the trustworthiness of the platform. In the health sector, the security 
of the personal medical information is a must. Any external health service must 
include secure measures which guarantee the confidentiality of patient’s data. 
Grid includes them from scratch and can be extended with new ones, as in the 
case of BEinEIMRT experiment.

Of course, Grid is not the unique solution for these requirements. For example, 
the emerging Cloud paradigm seems to adapt well to it, as it is discussed later.
Additionally, the usage of the platform inside the hospitals’ daily work adds other 
benefits. First of all, it helps to improve the quality and effectiveness of the cancer 
treatments. The hospitals are continuously looking for new techniques for doing 
this at an affordable cost. E-IMRT provides new tools that allow the hospitals to 
verify treatment plans virtually, avoiding costly experimental verifications. Also, it 
includes one tool which helps them to look for a valid treatment in very complex 
cases, a task that must currently be done manually. Finally, because the platform 
works for the medical physicists off-line, they can do other duties in the hospital, 
increasing their productivity. So, it contributes to palliate the scarcity of these 
specialized technicians in the market.

The managers of the hospitals have another advantage: the cost model. E-IMRT 
services can be provisioned following a pay-per-use model. This means that the 
costs of using the services can be directly assigned to the treatment. The hospital 
only pays when the service is needed for the treatment definition and delivery.
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However, there are also barriers to overcome. There are hospitals that have 
limited internet access from the internal network. Due to security reasons, they 
protect their internal networks, by limiting the open ports or directly disconnecting 
production equipments from Internet. E-IMRT solution uses standard web ports to 
avoid this barrier when there is limited connectivity and implements secure methods 
to facilitate the acceptation from the internal network managers. In the case of zero 
connectivity, the solution can be sold as a product, but this reduces its functionality 
(for example, the hospital cannot rent CPUs dynamically and has to adapt to its 
internal capacity).

Secondly, e-IMRT is introducing a new way to use computing technology into 
the hospitals. Remote services are not a new concept. However, they are new in the 
sector which uses mainly local workstations (TPS) to plan the treatments. Usually, 
they are very conservative in the introduction of new methods and appliances, and 
they have to demonstrate clear benefits before deploying them. So, it is necessary to 
convince the hospital managers about their benefits and the availability of the solu-
tion when it is needed. A schema of 7x24 provision must be taken into account in 
the business model and in the basic infrastructure. To overcome this initial barrier, 
e-IMRT services have been designed as complementary tools to the existing TPS 
and do not substitute it. This decreases the risk of initial rejection by the users. At 
the beginning, the services can be used only in complex cases to advise the medical 
physicists and maybe later, when they trust in the platform results and have enough 
experience using it, it can be included in the internal protocols. 

A third barrier is the legal regulation. Currently it is not clear if an external 
service like the e-IMRT must be approved by the health authorities before being 
used in production. There is a new European Directive (2007/47/EC, which modi-
fies 93/42/EEC), which includes software as a medical device in specific cases: 
“medical device means any instrument, apparatus, appliance, software, material or 
other article, whether used alone or in combination, together with any accessories, 
including the software intended by its manufacturer to be used specifically for diag-
nostic and/or therapeutic purposes and necessary for its proper application, intended 
by the manufacturer to be used for human beings” (Directive 2007/47/EC). Being 
conservative, it is better to apply for the FDA clearance and the CE Mark and try 
to follow the strictest regulation. It includes the need of software quality assurance 
processes, for example, implementing ISO standards. When this has been done, 
the service will be better accepted by the final users. However, the regulation adds 
another issue against the usual methods in remote service provisioning: it limits the 
continuous evolution and improvement of the platform. New methods and services 
must wait for the approval by the authorities and, additionally, the platform must 
be prepared to have several versions running simultaneously: the hospitals cannot 
migrate automatically and transparently from one version to another, because they 
must validate the new software stack. E-IMRT has implemented this possibility, and 
the user can select the version of the software or the type of algorithm to be used 
for each treatment plan, from among those that have been validated by the hospital 
leader.
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9.4 Summary and Lessons Learnt

This Business Experiment has demonstrated the proof-of-concept of using 
on-demand remote computing capacity to bring innovative services to hospitals 
with radiotherapy facilities via the Internet, keeping a high level of safety, reliability, 
security and trustworthiness, which are crucial for any health solution. Although 
the developed services are focused on radiotherapy, the model can be applied in 
the future to other clinical services, such as the surgical simulation. It has already 
shown that the benefits for the hospitals of outsourcing such applications are higher 
than the risks: They do not have to worry about the hardware infrastructure (which 
must be updated continuously), can gain access to actualized software easily, and 
can concentrate on their main activity – caring for their patients.

This experiment has also left many useful results, both from the technical and 
business perspectives which should be taken into account in the future. From the 
technical perspective, looking at the aforementioned results in the execution time, 
the use of Grid technologies is feasible for solving the demand for extra CPUs via 
such a platform to allow the provision of such services. The execution time of the 
optimizer can also decrease to half an hour, but this still needs one or two improve-
ments. The major concern about the response time is that the time-to-solution is 
observed to increase when there are several treatments running simultaneously, 
because they use the same hardware. Thanks to the dynamic negotiation of new 
resources using Service Level Agreements, it is possible to acquire more resources, 
and this problem may already be solved. However, the limited resources of the 
experiment did not permit a full check of this hypothesis, but there will always 
be a threshold where this problem will appear again. As a consequence, the plat-
form needs another mechanism to isolate the simultaneous execution of two treat-
ment plan operations. This will help enormously to guarantee the response times, 
avoiding unwanted oscillations in service delivery which might decrease the trust in 
the services and its usability.

Having a safety platform is a must in the health sector. The inclusion of specific 
software to improve the service security together with the usage of Grid, helps to 
fulfil this request. Also, to avoid the movement of patient’s data around the world, 
we have used the anonymization of the image files, removing their data from 
headers. This common technique does not guarantee totally the anonymity, because, 
for example, the image of the head can be used to reconstruct the patient’s face. 
Although the probability of such security break is low, the inclusion of additional 
tools to prevent it would be beneficial. For example, the Medical Data Manager 
(Montagnat et al. 2008) adds layers to connect to DICOM repositories directly and 
safely.

From the business point of view, the experiment has validated that such a service 
is perfectly possible and very viable. Possible, because the main actors (the hospi-
tals) have not rejected it. In fact, during the execution of the experiment, the contact 
with hospitals has shown that some of them are very interested in using the platform. 
The market model based on pay-per-use and the cost per treatment (initially 100 
Euros per treatment for verification) seems to be acceptable, taken into account the 
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final cost and price of such treatments. For those that do not want to use the pay-
per-use model or cannot access the Internet, it is possible to install the software (and 
hardware) internally, although losing the flexibility of the external provision. Viable 
because although there are strong competitors, there is room for new ones and, even 
having a modest market penetration, the business could be profitable. In fact, one 
small company can generate benefits executing only few thousands of simulations 
per year. This is a small fraction of the total cancer cases, which are measured in 
several million per year. However, the new company must surpass some important 
barriers, as explained before.

9.5 Outlook

We strongly believe that the future of radiotherapy treatment planning must be 
based on open solutions which will be provided via the Internet and that will 
require high computing capacity. Both services and computing could be provisioned 
on-demand with quality of service and improved security. The proposed model has 
shown that these services demand a high number of CPUs for returning results in a 
reasonable time. According the Directory of Radiotherapy Centres (DIRAC) of the 
International Atomic Energy Agency (IAEA) (IAEA 2009), there are 6214 radio-
therapy centres in the world, with 7168 Linacs and more than 6000 TPS. Just in the 
European Union, there are 980 radiotherapy institutions with a mean of 1.9 Linacs 
per centre. The country with more Linacs is United States of America (USA) with 
more than 2100 (2114 in 1870 institutions) followed by People’s Republic of China 
(981) and Japan (842). The ideal objective is having 4 linacs per million inhabitants, 
so we can expect that the number of centres will continue to increase. 

Because the high number of dedicated CPUs needed for provisioning the service, 
to meet the demand from a fraction of these radiotherapy centres, implies access to 
big dedicated server farms to guarantee the quality of service. However, the proposed 
architecture can clearly benefit from the utility computing model as Cloud. Using 
similar methods for CPU renting as the proposed in this Business Experiment, it 
would be possible to add elasticity to the service and avoid the unwanted overload 
which will decrease the confidence in the platform. For example, a full set of virtual 
machines can be deployed dynamically and integrated in a local scheduler, using for 
example the OpenNebula framework (Sotomayor et al. 2008). 

Other important upgrades of the platform in the future are the control of the 
Service Level Agreements. Currently we have implemented a model where the 
contracts with the providers will indicate the limits of the CPU provision, leaving 
for the on-line negotiation the selection of the real values (because, for example, the 
number of guaranteed CPUs can change with time. Having a high number of guar-
anteed resources will increase the price substantially). The platform must include 
mechanisms to control the agreements. We are studying the integration of other 
SLA components such as the SLA Evaluation and Monitoring that allows the plat-
form to enforce agreements. Also, there is room for improvement in the security, 
adding capabilities to keep encrypted patient’s images (or the data extracted from 
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them) even when they are used by the software while it is running the simulations. 
These techniques will avoid the risk of patient’s data interception and/or identifica-
tion.

In summary, the e-IMRT platform is a good case for developing and checking 
the provision of external services following a utility model in the health sector. Its 
architecture permits the integration on the Cloud or some other utility model and 
its clear requirements allow the developers to check the feasibility of such models.



10 Business Experiment Ship Building

Ottmar Kraemer-Fuhrmann, Yona Raekow

10.1 Introduction

10.1.1 The Need of Grid Computing in the Ship Building Industry

Shipyards in Europe cannot compete on price alone against overseas competitors, 
especially those who have the benefit of lower labour costs. Therefore, European 
ship builders need to concentrate on high-quality construction projects that need 
a highly skilled workforce and are specially tailored to the requirements of their 
customers. Consequently each ship is a unique product, produced only once or in a 
very small type series. 

To improve their competitive position, it is essential for modern shipyards to be 
able to harness the most advanced simulation and design tools to produce complex 
structures cost effectively. The objective is to recognize and reduce the technical and 
economical risks that are implicit in large and complex ship building projects. The 
vision is the complete virtual design and build of a ship.

Modern ship building is furthermore distributed over several industry sectors. 
The direct turnover of the shipyards themselves is only 10-30% of the added value. 
The predominant part of the added value is made by suppliers. Thus, a ship is the 
result of an intensive collaboration among shipyards and their suppliers, which starts 
during the early design phase and continues during the production of a ship. This 

A close collaboration between the suppliers and the shipyard was enabled by the 
Ship Design and Integration system (SESIS, http://www.sesis.de) that was devel-
oped in collaboration of Fraunhofer SCAI, the German Aerospace Center (DLR), 
the shipyards Flensburger Schiffbau-Gesellschaft (FSG) and Lindenau, the Center 
of Maritime Technologies (CMT), the supplier SAM Electronics and the Hamburg 
University of Technology (TUHH). Part of the work of the Business Experiment 
presented here was to extend SESIS by a Grid interface, in order to enhance the 
available collaboration support with easy access to computational power for the 
shipyard and its suppliers.

Figure 10.1 shows the time line of the ship building process. Building a ship 
takes about 18 months. 85% of the costs are already fixed after 2 months, long 
before the actual ship building has started. This implies that the initial design phase 
needs to be very accurate, so that miscalculations are impossible. Every mistake in 
the initial design phase can become a major problem for the shipyard later on.

The ship building Business Experiment focused on the early design phase of a 
ship and illustrated how the ship building industry can benefit from using computing 
resources, like Grid or Cloud resources, in order to maximize their revenue while 
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minimizing their risk in this crucial phase of a ship building process. A central tool 
in achieving this goal is computer simulation in order to identify which components 
represent the most cost effective design elements for the ship under construction.

Fig. 10.1: Design cost versus building cost (Schrödter and Gosch 2008)

Before a ship goes from design to production many requirements have to be met: On 
the one hand, the customer sets parameters, like capacity, manoeuvrability, speed, 
fuel consumption, etc. On the other hand a predefined set of rules regarding national 
and international safety and usability standards have to be fulfilled, e.g. stiffness, 
vibration, fatigue, noise, fire and sea safety. It is a difficult task to comply with all 
these requirements and still produce a ship quickly and cost efficiently. 

The Business Experiment described here demonstrated its success by showing 
how Grid technology can help in the design and simulation of fire safety of a new 
component technology. The so-called sandwich technology is a composite mate-
rial consisting of two metal plates with a foam kernel. Depending on the materials 
used on each layer the behaviour of the composite material varies. The sandwich 
technology used at the shipyard was developed by supplier industries such that a 
close co-operation between the engineers at the shipyard and the supplier had to be 
supported.

Simulation of fire security and heat transfer of this new composite material 
required computational power, which was not directly available at the engineer’s 

85% of the total costs are fixed after the initial design
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sites, either at the shipyard or at the supplier engineering company. The Business 
Experiment therefore integrated the utility computing services of an IT service 
provider into the ship design and simulation process.

The simulation of fire safety of the new component technology is an example 
of how the shipyards can benefit from simulation in general. There are many more 
simulations that need to be run before a ship can go to production or before the ship-
yard can make a successful bid on a tender.

10.1.2 The Business and Technical Goals of the Business Experiment

From a business point of view this Business Experiment had three objectives. First 
the shipyard and its suppliers were equipped with a technology that allowed them 
to make use of computational power that is not available at their sites. Access to 
computational power helps the ship building industry to minimize risks that are 
introduced in the early design phase and to better calculate and estimate costs. This 
is particularly important when the shipyard is bidding on fixed price tenders, since 
the proposals they make need to be sound and later on implementable within the 
proposed budget.

Second the Business Experiment deployed the collaboration platform SESIS 
and hence enabled the close collaboration between the suppliers and the shipyard.

Last but not least, the Business Experiment allows IT service providers to enter a 
new market segment. It is expected that the result of the experiment will not only be 
of interest to the ship building industry, but also to other sectors, e.g. the automobile 
industry and the aircraft industry. IT service providers will win new customers from 
the engineering community. In particular, engineering companies that require high 
computational power only during a short period of time might be interested in using 
the kind of on-demand services provided by an IT service provider.

In terms of potential, the market is huge, especially due to the imposed time 
constraints of the early design phase. As an example we note that the achievable cost 
savings with respect to fuel efficiency (due to better design) could exceed 1 billion 
dollar per year for European based shipping companies. We estimate that with large 
scale numerical simulations of the interaction of hull, ship propeller and rudder 
it is feasible to increase fuel efficiency by 2-4%. If we assume a ship life-time of 
25 years, 200 days of operations per year, 100 tons of fuel consumption per day, a 
fuel price of ca. 400 dollars per ton (ship diesel) and a construction of 200 ships per 
year in Europe. In total this sums up to cost savings of 1.6–3.2 billion dollars per 
year – calculated with current fuel prices. Since fuel efficiency only addresses one 
aspect of the required simulations in the early design phase, we estimate the sum of 
the potential benefits to be much higher. If so, the market must be bigger too.

From a technical point of view the goal of this Business Experiment was to 
provide a technical solution that facilitates and accelerates the early design process 
in ship building. The solution enables shipyards and suppliers to exchange results 
and data in an easy and efficient manner. The collaboration platform that was 
deployed at the shipyards and the suppliers allows close cooperation and provides 
an easy workflow when combining specialized software available at different sites 
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without obtaining new licenses. Before this Business Experiment the communica-
tion between shipyard and the suppliers were in person, via phone or fax. With 
SESIS it is possible to securely share data and collaborate online. 

The collaboration platform was extended by a Grid interface that allows easy 
access to the required computational power via a Grid middleware. A focus was on 
cases with a high demand for computational power (fire security and heat transfer of 
the new sandwich components), which are typically not available at the shipyard or 
supplier. The experiment showed that reliable and significant results can be delivered 
within acceptable response times and costs. The technical objectives were realized as 
an extension to the interactive ship design and simulation environment SESIS. Due 
to the modular structure of SESIS, different Grid middlewares can be accessed, e.g. 
UNICORE (http://www.unicore.eu) or GTK4 (http://www.globus.org), and it is very 
easy to configure the system to provide access to other high performance computing 
resources, like Cloud systems. Before this Business Experiment, Grid technology 
had not played a role in the sector of ship building and there was no Grid interface 
for compute intense applications.

10.1.3 The Expected Benefits of Grid-enabled Collaborative Simulation

Some years ago, the engineers at the shipyard faced the problem that they had a 
huge software suite that had been built over three decades and that had grown to a 
point such that it was hard to manage and/or to extend. They decided to invest in 
new technologies, from a software technology point of view, such that their software 
becomes manageable, modular and extendable. At the same time they investigated 
options on how to improve on computation time. When a new ship is designed there 
are a lot of issues that need to be considered. Often the engineers rely on their many 
years of experience, but when new materials and technologies are used this experi-
ence often needs support from simulation results. 

The more efficient simulations can be done in the shipyard, the more the 
engineers can investigate which technologies are best suited for their new ship, 
e.g. which materials for the hull, which engine, which control systems, etc. are 
the best fit. It is easy to exchange components in simulation and see if better 
results can be obtained if different components are used. So when bidding on a 
tender, the shipyard can have higher confidence that their offer has the best cost-
performance ratio. 

Unfortunately the shipyards do not tend to have a lot of computational power 
available on their sites, since it is expensive to always have the latest technology 
and the corresponding skilled personnel to manage those resources. Also, it may not 
be profitable for the shipyard to invest in technology, if they only build about two 
ships per year. Heavy calculation for simulation is done in the early design phase 
of a ship, i.e. for each ship in the first 4-8 weeks. This means that if the shipyard 
constructs 2 vessels per year their resources may only be fully utilized for about 
16 weeks per annum and have much less demand the rest of the time. 

Therefore the engineers at the shipyard are interested in a solution where they 
can have access to hardware resources for the time they need it, and during the 
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rest of the time focus on the core business. This is exactly what Grid and Cloud 
computing offer: Computing on demand.

Before SESIS, and the corresponding Grid interface at the shipyard, it was 
necessary to mail detailed information about technologies and materials that were to 
be used for constructing the ship or to provide information over the phone. Several 
iterations were necessary before the suppliers and the shipyard had all the data that 
they needed in the same version. Sometimes phone and mail were not sufficient and 
the engineers had to travel to meetings. Travelling of highly skilled personnel is a 
cost factor that should not be underestimated. Every time modifications to the data 
were made (either at the supplier or the shipyard) the process of exchanging data 
started again. With SESIS and the Grid it is easy to share and work on the same data. 
Everyone can have immediate access and works on the same version, at the same 
time, without introducing high travelling costs.

To sum up for the end users (i.e. shipyards and suppliers) the expected benefit 
of the proposed Grid-enabled collaborative simulation technology that was demon-
strated within the Business Experiment were:

•	 Easier and cheaper co-operation and joint development between shipyard and 
supplier.

•	 Cost reduction by avoiding travel expenses of highly qualified personnel, by 
having results faster and hence more time to react or to find a more optimal 
solution.

•	 Access to resources which are not available locally or which are only needed 
temporarily on a PAYG (Pay-As-You-Go) charging model (i.e. reduced cost-of 
ownership).

•	 Acceleration of the ship design processes.
•	 Reduction of technical and financial risks in the ship design.
•	  Co-operation with the IT service provider and technology integrators helping to 

concentrate on core tasks and competences rather than IT business.

For an IT-Service provider the advantage of this Business Experiment is that it opens 
the door to an entirely new business sector. If the engineers at the shipyard make use 
of Grid technology and benefit from it, other engineering companies might become 
interested in this technology as well.

Since SESIS and its Grid interface are very flexible (due to the modular design), 
it is also possible that other engineering sectors, like the automobile industry will 
become interested in running jobs at the service provider site via SESIS and its Grid 
interface.

10.1.4 Partners involved in the Business Experiment

The Business Experiment was carried out by the following five partners: 
The Flensburger Schiffbau Gesellschaft m.b.H & Co. KG (FSG) is a shipyard, 

which focuses on construction of so-called RoRo-ferries, container ships and other 
highly specialized vessels. In recent years the main focus has been on RoRo ferries 
(see for example fig. 10.2).
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Fig. 10.2: Ship constructed by the FSG, the Flensburger Schiffbau Gesellschaft

The CMT – Center of Maritime Technologies e.V. – is a non-profit organisation. 
The goal of the organization is the growth of research, development and innova-
tion in the maritime area through promoting co-operation between several mari-
time organisations, between industry and science and within the European research 
framework. Grid technology will be an important tool to achieve this goal.

The Fraunhofer-Institute for Algorithms and Scientific Computing SCAI 
engages in computer simulations in product and process development and is a strong 
industry partner. SCAI designs and optimizes industrial applications and performs 
numerical calculations on high-performance computers. The goal is to reduce devel-
opment times, make experiments less expensive and optimize technical products.

DLR-SISTEC: The Simulation and Software Technology division (SISTEC) 
is the central facility for Software Engineering of the German Aerospace Centre 
(DLR). Current activities focus on Grid computing, data management, component-
based software development for distributed systems, software technologies for 
embedded systems and software quality assurance.

T-Systems-SfR: T-Systems focuses on services for industrial and public research 
and development. It integrates the IT applications of its customers and provides 
them with networks connecting all their global business locations. The Grid and 
Cloud activities of T-Systems-SfR have the long-term target of a customer-service 
Grid in which all services are integrated into a Web Service environment and in 
which the primary task of the service-provider is the mapping of business-processes 
to clusters of such components.
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10.2 The Architecture of the Grid-enabled SESIS

Before the system could be deployed at the shipyard the following steps were neces-
sary: First, it was necessary to select the middleware to which the system connects 
and to install it on the service provider site; i.e. the core of the middleware and some 
basic services were installed. After that, specific services for the successful execu-
tion of the experiment were developed. These services included load balancing for 
parallel execution and a graphical user interface for easy handling. The simulator is 
able to compute the fire security and heat transfer of the new sandwich technology. 
The implementations of these services conform to the de-facto web service standard 
(WSRF), guaranteeing a high degree of interoperability. The service that was 
installed was an open source code for fire simulation called FDS (Fire Dynamics 
Simulator, http://www.fire.nist.gov), which is a computation fluid dynamics (CFD) 
model of fire driven fluid flow.

The Business Experiment was based on SESIS, which resulted from a national 
research project dedicated to developing a design and simulation system for the 
early stages of ship development. The goal of SESIS is to facilitate the develop-
ment of new ships at the shipyards. This is achieved by performing collaborative 
simulations between the shipyards and the suppliers in a virtual organization (VO). 
Within the VO, the partners co-operate in a heterogeneous environment. SESIS is 
built upon state-of-the-art software technologies, such as Grid Services, extendable 
GUI-Frameworks, and wrappers for the integration of legacy code and simulation 
applications (see fig. 10.3).

SESIS is a system with clearly defined interfaces that allow the addition of 
new functionalities via software plug-ins. Thus it is possible to combine existing 
software components with other commercial solutions. The software enabling the 
development of the SESIS system is the Reconfigurable Computing Environment 
(RCE), which has been developed by DLR and Fraunhofer SCAI.

The concept of the SESIS system architecture is that every computer in the 
system contains an installation of the basic software. Depending on the purpose of 
the system (client, server) or individual requirements of the engineer using it, this 
installation might have another configuration via one or more additional plug-ins.

SESIS has a component architecture based on “OSGi™ – The Dynamic Module 
System for Java™”. All SESIS installations have a predefined set of plug-ins guar-
anteeing secure distributed data access and communication.

The Grid integration into SESIS is done by additional plug-ins, which handle 
all the communication between the SESIS system and the Grid middleware (see 
fig. 10.3). This concept is not bound to a particular Grid middleware. In the Business 
Experiment presented here SESIS was extended to be able to use Grid resources 
from SESIS application methods to start external applications on remote hosts. The 
methods in this case are Grid clients.
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Fig. 10.3: The modular architecture of the SESIS system together with a Grid interface

This Business Experiment added support for the middlewares UNICORE and 
GTK4 to SESIS. For the Grid integration, a client side support implementation for 
the following areas were developed: 

•	 System related: Authentication and Resource Discovery
•	 Job related: Submission
•	  Data management related: File Input/Output and Transfer

A graphical user interface enables the engineer to configure FDS (Fire Dynamics 
Simulator) jobs before submitting them to a remote server, owned and operated by 
T-Systems. The Grid protocols are based on the middlewares Globus GTK4 and 
UNICORE.

A Service Level Agreement regulates the allocation of hardware and software 
resources to guarantee reliable Quality of Service and also determines the prices for 
these services. After job execution, the simulation results are transmitted back to the 
engineer’s desktop for analysis and evaluation.
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The workflow for structural analysis during the Business Experiment was the 
following: The CMT designed the funnel structure for the FSG. These designs were 
simulated and optimized with ANSYS (http://www.ansys.com) at the CMT. Higher 
detailed non linear calculations are not done yet. The reason is that the computing 
power is not yet available neither at FSG or at CMT. In special cases FSG does a fire 
calculation, but this calculation takes too much time for including it in a standard 
construction procedure. The usage of computing power provided by T-Systems is 
new and will offer a faster analysis of structures and their vibration, fatigue and 
fire behaviour. This raises the quality of the structures, lowers the amount of time 
needed to design them and makes ships safer. 

10.3 Case Study – Collaborative Design with Grid-enabled Simulation

The solution that was provided by this Business Experiment was tested in a distrib-
uted environment, where many partners collaborated. The following diagram shows 
how such a collaboration can be achieved using SESIS (see fig. 10.4).

Fig. 10.4: SESIS at work

The players in this case study are the shipyard Flensburger Schiffbau Gesellschaft 
(FSG) depicted on the right. The players on the left hand side are a resource provider, 
(here T-Systems), and an engineering company (here CMT), that is providing 
consultancy services to the shipyard.

The use case is as follows: The Flensburger Schiffbau-Gesellschaft developed 
a new funnel in sandwich technology, whose non-linear fire analysis is done by 
the consultant CMT using fire simulation software like FDS or ANSYS. In order 
to present a satisfactory fire analysis it is required to simulate one hour of fire in a 
funnel and demonstrate with this simulation that the temperature will not exceed a 
given maximum temperature at any time.

Since such a fire simulation is very complex, the computation time on standard 
hardware would take too long. Hence the calculation is performed on the resources 
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of T-Systems. In case licenses for commercial software are required, it might 
become necessary to define additional agreements between the service provider, the 
ISV and the engineering office.

The SESIS environment allows its users to collaborate with each other and to 
provide access to shared data. For example the CMT is able to present a sketch of 
the funnel to the shipyard before starting the computation. The shipyard can retrieve 
results immediately from the system provider once the calculation has finished. 

SESIS has a very fine grained data management system that allows it to share 
files between several instances in such a way that only authorized users are able to 
access files they are permitted to access.

10.4 Added Value for the User

The co-operation between CMT and FSG is currently based on the travelling of 
skilled personal, by phone, fax or by email. At the moment no Grid technologies 
are used for an easier and faster way of working together. The travelling of highly 
skilled personal is expensive in terms of time and money. The work process via 
phone or mail is inefficient and unsatisfactory compared to a work process within 
a Grid-enabled organization. The additional usage of Grid technology offers new 
and fast ways for organizations to communicate and increases the speed of the work 
process.

The reduction of time needed to finish the construction of a part of a ship (here 
a funnel) with all design and calculation steps required, directly reduces the cost of 
this part of the design. The saving of time also enables the shipyard to design ships 
faster and enhance the quality and safety of their products. 

The Business Experiment provides a Grid-service solution and a corresponding 
infrastructure allowing the end users (i.e. shipyards and their suppliers) to co-operate, 
to share data and results, and to use remote resources and services delivered by 
an IT-service provider on demand. The workplace of the engineer is connected to 
the computing resources of an independent application service provider who offers 
hardware and software services. 

To enable the design engineers to generate precise results within the very limited 
time available in early design, IT support for their work is highly beneficial. The 
range of tools used goes from “simple” engineering formulas for single technical 
problems to complex 3D models.

As the performance of the computers and tools available is constantly increasing, 
more and more complex problems can be solved during the early design phase. 
Thus, today, engineers are enabled to design an optimized ship for the owner’s needs 
within shorter time scales.

The engineers at the CMT act as consultants, who design special components 
of a new ship according to the request of the customers. Data is shared between the 
shipyard and the consultant via the Ship Design and Simulation System SESIS. In 
this way, the designers can ensure that the components will fit perfectly into the 
actual ship during construction. The structural analysis of the components is carried 
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out by computer based simulation and computer analysis. Therefore a large amount 
of computing resources i.e. high performance CPU power and software licenses are 
needed, which are not available at the engineering company. The interface allows 
the submission of compute intensive jobs to the resources provided by the service 
provider.

The service provider T-Systems supplies IT infrastructures of any size, starting 
from single node servers up to high performance mainframes. Simulation jobs can 
be executed on demand, and make use of commercial simulation software. If neces-
sary, software licenses are ordered from a remote license server.

The SESIS environment allows the shipyards to retain their tried and tested ship 
development skills proved over many years, which is in the ship building market the 
main source of innovation, and differentiation from overseas competitors which is 
the major asset for surviving in a niche market. But SESIS also equips the shipyard 
with new innovative technology that helps them to make more out of this well-
proven software.

10.5 Summary and Lessons Learnt

The Grid solution of this Business Experiment is embedded in the value network of 
a ship design as depicted in figure 10.5

Fig. 10.5: Value network of the Ship Building Business Experiment
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The engineers at the shipyard develop a new ship using the Ship Design and 
Simulation System SESIS. This ship design contains sandwich components for the 
funnel which are designed by consultants from supplier companies.

The use case shows the required simulation of a 60 minute real time fire which 
was specified by the future ship owner because the funnel has to meet an A-60 fire 
rating, which means the temperature must never exceed 180° C on the unexposed 
side of the wall during a 60 minute fire exposure. Such a simulation needs approxi-
mately one month of computing time on a single PC. This can be reduced to around 
one day on a 32-node cluster system available at a Service Provider. This Grid 
scenario can become typical for future ship design.

The shipyard is using the fire simulation currently at the shipyard during the 
design phase. The jobs are currently distributed on the computing resources that are 
available at the shipyard. However the users at the shipyard noticed that the trend 
is going towards using more computational power and they predict that it is only a 
matter of time until they will hire external utility computing providers. In particular 
for CFD and explicit FEM Codes hiring external resources seems to be unavoidable.

However the Business Experiment clearly illustrated that the following opera-
tional and performance requirements need to be fulfilled from the shipyard point 
of view before Grid-enabled simulation can be a standard part of their production 
workflow.

10.5.1 Operational Requirements

Before a contract with a service provider can be signed there needs to be a pay 
scale model for the outsourced services, i.e. how much does it cost to use a CPU 
of a certain type for one hour. If commercial software is used it is also necessary 
to define how much it will cost to use this software for an hour. Another important 
aspect is the quality of service, i.e. how reliable are the resources, once the job is 
submitted to the service provider, how long will it take (on average) to finish.

Software licenses must be available, either at the target systems of the service 
provider or they must be remotely accessible from there via a license server. Since 
this has been an unsolved problem in Grid environments, a new solution has been 
developed in the BEinGRID project (for a more detailed description of the solution 
see section 8.4 in chapter 8).

Since the data that is exchanged and the calculations that are performed exter-
nally are highly confidential, security is a major issue. The shipyard requires that the 
system should interact only with authenticated and authorized users. When sharing 
data only the consultant or supplier that needs to work with this data may get access 
to the ship data. This requirement is solved by the SESIS system.

The system should provide generic interfaces, i.e. it should be possible to access 
resources from different service providers, so that the shipyard can choose the 
provider that makes the best offer. This implies that the system should support open 
standards to guarantee interoperability with other service providers using different 
middlewares and access mechanisms.
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10.5.2 Performance Requirements

Certain performance requirements need to be met in order to make the system usable 
for the users and generate sufficient revenue for the suppliers. First the amount of 
time that it takes for uploading a file to the service provider should not be too long, 
and also the time it takes to download the result files should be reasonable. A recom-
mended benchmark is that the amount of time required to upload a 10 MB file to 
the service provider should not exceed one minute. In order for the system to be 
cost effective the increase in speed needs to be significant. The shipyard required 
that calculations on the servers of the application service provider should be 5 times 
faster than running them on in-house computers. This time includes waiting times 
in batch queues, where the jobs have to wait for free resources.

A fast network connection is required between the internal systems of the engi-
neer, consultant and service provider.

10.6 Conclusion

The challenges European shipyard faces are competitors, in particular those based 
in the Far East, who produce ships in large series, comparatively cheap. Shipyards 
in Europe are very specialized and focus in general on niche markets and/or provide 
customized vessels. The problem is that the same ship is rarely built twice and 
every time a shipyard starts a new project they have to produce a new design or 
adapt an existing design and invest in new technologies, research which solution 
provides the best price / value ratio and satisfies the demands of the customers. Grid 
computing can help in improving the early design phase and stabilize the position 
in the niche markets but the pricing pressure from cheaper competitors remains a 
cause for concern.

Another challenge is to introduce the new workflow in the design phase at 
the shipyard and their suppliers. Since Grid computing is a fairly new technology 
compared to technologies already in place in shipyards, it will take time to be 
accepted and deployed as widely as foreseen in this Business Experiment. The same 
holds true for the SESIS environment that eases collaboration. Although shipyards 
and suppliers participated in the development, it will take some time before they 
come to fully rely on the new technology to replace ways of working that have been 
established over many decades.

The shipyard and its suppliers are often using commercial software that is very 
specialized. This software is usually very expensive and the usage is limited by 
strict terms of use. In general software licenses cannot be bought on a pay-per-use- 
basis; instead they are normally valid for one year at a time. Some independent 
software vendors sell their licenses under the condition that they run only on a 
certain machine, or within a radius of a few kilometres of the company that bought 
them. Such restrictions prevent the shipyards from making use of the Grid, since in 
Grid computing it may not be clear where the hardware resources used are located. 
Parallel to the Business Experiment, a license management architecture was devel-
oped that allows secure connection to a remote license server and that might help 
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solve this problem at least from a technical perspective (Raekow et al. 2009). From 
a business point of view the independent software vendors need to be convinced that 
Grid can be an additional source of revenue. However, some independent software 
vendors have already noticed the potential of Grid and Cloud computing and are 
currently working on adjusting their license models accordingly.



11 AgroGrid – Grid Technologies in Agro Food 
Business
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Eugen Volk, Martin Waldburger

11.1 General Description of the Business Experiment

Today’s global food industry represents a huge market of US$ 3,500 billion pa 
(Wijnands et al. 2006). Nevertheless, food supply chains are characterized by fixed 
trade relations with long term contracts established between heterogeneous supply 
chain companies. In addition, consumer demands have undergone a dramatic change 
during the last four decades. Quality, food safety and uniqueness are the leading 
factors for buying decisions. Altogether, this causes three main problems companies 
in the food sector need to be prepared for. First, new ways to coordinate companies 
in to a supply chain must be installed in order to reach an efficient exploitation of 
globally distributed capacities. Second, cost-effective mechanisms for collabora-
tion are needed. And third, an integrated tracking and tracing solution is essential to 
ensure food quality and safety on a global scale.

AgroGrid is a Business Experiment addressing above mentioned challenges 
by providing a Grid-based solution for supply chains in the agricultural industry. 
AgroGrid implements a Grid-enabled market place that allows companies oper-
ating in agriculture food markets to offer and source capacities, to negotiate quality 
of food to be delivered, to establish contracts, and to create customised dynamic 
supply chains (Volk et al. 2009b). Thereby, capacities in AgroGrid include any 
products and services offered by a participant, e.g., food products, transport and/
or storage capacities. AgroGrid also provides facilities to monitor the quality and 
safety of food products delivered across supply chains.

In this section, the AgroGrid Business Experiment is introduced, in particular, 
by providing the essential background information about the relevant market envi-

and all partners involved in this experiment are presented. 

11.1.1 Background of the Business Experiment 

The global food industry spans farming, processing, transport, export cargo 
handling, airlines and shipping, importers, retailers and food-service organisations. 
In addition to reviewing current market size, IGD (2009) forecasts that the global 
food retail market will grow at an annual rate of 4.8% worth US$ 6,353 billion in 
2020. The future picture IGD (2009) draw is that Asia Pacific and Central Asia 
will comprise 41% of the global food retail market in 2020, up from 33% in 2003. 
Europe will comprise 30% and Nafta 21% in 2020.
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ronment. Furthermore, the key set of challenges that AgroGrid addresses is outlined, 
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To complicate matters, the agricultural food industry is dominated by compli-
ance requirements and regulations, including Good Agricultural Practices (GAP), 
minimum chemical residue level control, hazard analysis and critical control 
point, food safety laws, supermarket industry regulations, article numbering, air 
cargo handling regulations, environmental requirements, packaging restrictions, 
phytosanitary inspections and food safety issues, traceability requirements, controls 
on genetic engineering, cold chain handling and consumer laws (IGD 2009).

Emerging trends and credence factors influencing the costs of major food supply 
chains are animal welfare, poverty alleviation, contractual fairness, sustainability 
and corporate social responsibility. With globalisation, the industry is now domi-
nated by major supermarket and food-service organisations that make many of the 
decisions regarding how to optimize and synchronize the end to end supply chain 
process. This in turn results in supermarkets taking greater responsibility for estab-
lishing contract farming and operational synergies to control costs and maintain a 
regular supply of products.

In addition to that, consumers nowadays force structural changes in food produc-
tion and delivering processes. Due to the trend of individualised and ubiquitous 
food, retailers are asked to offer special food in very small quantities (see table 
11.1). Consumers increasingly demand food, which respects their way of life or 
their state of health. Examples are competitive athletes, brain workers, vegetarians, 
allergic persons or the rising number of so called LOHAS (Lifestyle On Health 
And Sustainability, Schommer at al. 2007) consumers – a very promising customer 
segment for the next years. 

Table 11.1: Changing consumer demands (Wijnands et al. 2006)

Year Consumer  
demand

Management 
concern

Management  
technique

Performance  
agri-business

Organisational 
focus

1960s price efficiency just in time efficiency firm

1970s quality quality material  
requirements  
planning

quality firm

1980s variety quality supply chain  
management

flexibility bi-lateral

1990s delivery time flexibility efficient  
consumer  
response

velocity chain

2000s uniqueness innovation – innovation  
power

chain  
network

As a result of these characteristics and trends in the food retail industry, the highly 
competitive environment in the retail markets drives innovation and creates a 
favourable business environment for optimized food chain management solutions 
supported by ICT (Information and Communication Technology). But contempo-
rary solutions in this area are facing a lot of problems traditional software cannot 
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solve. Thus, new computing concepts – like Grid computing – are needed to deal 
with upcoming and existing challenges. 

11.1.2 Problems of Current Solutions

In order to achieve the economic potential in terms of cost savings and increasing 
earnings by using modern ICT, some gaps need to be bridged. Food supply chains 
usually consist of companies very heterogeneous in nature – many small or medium-
sized farmers located around the world, local consolidators, logistics providers and 
some very large food retailers like Carrefour or WalMart. Figure 11.1 shows the 
distribution of European agricultural holdings by economic size, where 1 ESU 
(European Size Units) is roughly corresponding to either 1.3 hectares of cereals 
or 1 dairy cow or 25 ewes. All farmers with less than 16 ESU are categorized as 
small principal or part-time farmers, which are more than 78% of all farmers in the 
European Union (Benoist and Martins 2008).

Fig. 11.1: Distribution of European agricultural holdings (Benoist and Martins 2008)

Most of the companies are running different Enterprise Resource Planning (ERP) 
software or even paper-based solutions to manage their production or transport 
capacities. Due to this heterogeneity, supply chain partners are not able to coordinate 
their capacities towards new dynamic production networks by using advantages of 
modern ICT to lower transaction costs. Also, trust-building and commercialisation 
support mechanisms are not available today or at least not in an integrated solution.

On the one hand this leads to dead capital; on the other hand, tremendous 
amounts of food are wasted because overcapacities cannot be sold. Kantor et al. 
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(1997) calculated that 27% of all edibles available in the USA are thrown away 
instead of being eaten. Latest studies of the University of Arizona show, that 50% 
of all produced perishables in the US were never consumed (Ilic at al. 2009). The 
combination of the previously mentioned huge market size and the possibility to 
reduce waste of perishable goods show the enormous economic impact. 

Another problem in the food industry is the lack of quality and food safety 
ensuring mechanisms. A customer receiving food products from another supply 
chain partner can’t be sure that he has received fresh and safe food, not affected by 
dangerous substances like dioxin contaminated chickens, hormone injected cattle 
etc. Therefore an integrated tracking and tracing solution is essential. Most existing 
solutions are based on a centralized architecture and therefore they can’t ensure 
data ownership – an essential issue for protecting company’s data from industrial 
spying. Additionally, today’s tracking and tracing is used mainly for documentation 
purposes, in order to find out manually where the failure in the supply chain has 
occurred in the past. The better way would be an integrated solution for continuous 
automated real-time monitoring and evaluation of tracking and tracing data.

To solve the problems of coordinating companies alongside the supply chain 
and providing a cost effective, trust building, quality assurance building mecha-
nism for collaboration in order to exploit capacities in an economically efficient 
manner, AgroGrid blueprints and implements a full life-cycle solution for dynamic 
capacity markets integrated with distributed tracking and tracing, VO (Virtual 
Organisation) management and automated monitoring and evaluation mechanisms. 
AgroGrid’s dynamic capacity markets mainly address supply chain companies from 
the European food and agriculture industry. Supply chain companies are enabled 
to offer, negotiate, book, monitor and evaluate (over) capacities, such as produc-
tion or logistics capacities. And AgroGrid is fully integrated with TraceTracker’s 
GTNet® – Global Traceability Network, the world’s leading solution for distrib-
uted tracking, tracing, and collaboration in food markets (TraceTracker 2009). This 
represents a unique win-win situation because of the close cooperation between 
AgroGrid and GTNet®.

11.1.3 The Business Experiment – Partners and Work Performed

The Business Experiment AgroGrid started in April 2008 and ended in June 2009. 
During the project phase, the software engineering process was completed, and all 
the preparations to start up a business from the scratch were done. In particular, this 
means that a detailed design specification based on an accurate requirements anal-
ysis was worked out. The design phase was followed by the implementation of the 
AgroGrid system and finally, the implemented AgroGrid solution was tested against 
the previously defined use case. 

TraceTracker AG, the industrial partner within the Business Experiment 
provides a sophisticated state-of-the-art tracking and tracing solution (GTNet®). 
This solution is based on a decentralized data storage architecture where all the 
relevant tracking and tracing information can be accessed via a browser or via other 
web service interfaces. By using GTNet®, companies are able to track and trace 



11 AgroGrid – Grid Technologies in Agro Food Business 177

back products and product related information in order to ensure quality and safety. 
Beside GTNet®, TraceTracker AG also offers deep market knowledge in the field 
of ICT solutions for food supply chains. 

The High Performance Computing Centre (HLRS) is a research and service 
institution affiliated to the University of Stuttgart. It has been the first national 
supercomputing centre in Germany and is offering services to academic users 
and industry. HLRS is participating actively in the Software as a Service (SaaS) / 
Service Oriented Architecture (SOA) movement and has been doing so since the 
advent of the Grid. The current research focus continues along this line to include 
aspects related to Cloud computing, distributed data management, future models 
for distributed execution, quality of service maintenance, virtual collaboration and 
organization etc. HLRS is and has been involved in several large initiatives in this 
domain for quite some time now, involving amongst others Akogrimo, TrustCoM, 
NextGRID, BREIN and BEinGRID. 

The Communication Systems Group (CSG) at the Department of Informatics 
(IFI) at the University of Zürich (UZH) is the business models and exploitation 
task leader within the Business Experiment. Related activities in AgroGrid – found 
primarily in the area of business planning and Grid technology support – benefit 
from this research group’s established scientific footprint, which puts a major focus 
on addressing economic management of networking resources, Point to Point (P2P) 
and overlay networks, and security considerations. Furthermore, accounting and 
auditing in distributed and heterogeneous systems, charging of Internet Protocol (IP) 
services as well as Virtual Organisations outline the research focus of those experts.

Finally, the project partner Universitaet Hohenheim hosts one of the leading 
German research groups in the area of enterprise application systems for service 
and logistic industries: the chair Information Systems 2. In addition, Universitaet 
Hohenheim has a very long tradition and an international well established repu-
tation in agricultural research. The chair Information Systems 2 contributes agri-
cultural domain and logistics knowledge, Grid experience and expertise in Virtual 
Organisation Management. Information Systems 2 was the specialist for Virtual 
Organisations in Grid and expert in supply chain tracking and tracing. 

11.2 Description of the Technological Solution

In order to solve identified problems described in the previous section, AgroGrid 
introduces Grid technology in the agricultural sector by offering a full lifecycle 
solution for dynamic capacity markets which integrates VO and SLA (Service Level 
Agreement) management with the market leading solution in global distributed 
tracking and tracing, GTNet® (Volk et al. 2009b). Additionally, AgroGrid provides 
a means to monitor and evaluate quality and safety of food trade units delivered 
across the supply chains.

To address the challenges of quality, food safety and data ownership, and, in 
contrast to centralized tracking and tracing solutions, AgroGrid’s solution is based 
on a decentralized architecture for distributed tracking and tracing data. This allows 
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companies participating in supply chains to share only that product information 
which is relevant for other supply chain members the company is trading with.

The SLA concept in Grid is used to express the contract, to define, negotiate 
and monitor guaranteed service level – Quality of Services (QoS) – between the 
service provider and service consumer, in electronically form. The SLAs as used in 
Grid refer typically to computer related resources, as bandwidth, CPU usage, data 
storage etc. The most important aspect of SLAs in Grid is the automated monitoring 
and evaluation of guaranteed service level to ensure immediately detection of any 
violation occurrence, which results in immediately notification of affected parties.

In order to address the challenges of supply chain building and continuous 
monitoring of quality and food safety, AgroGrid uses SLAs to negotiate, contract, 
monitor and evaluate capacities traded between the capacity provider and consumer. 
In contrast to computer related capacities, the capacities in AgroGrid include any 
products and services offered by a participant, e.g., food products, transport and 
storage capacities.

In order to take care of the challenges of dynamic supply chain building, AgroGrid 
uses the VO management concept to operate the lifecycle of a VO including setting 
up a circle of trust. Thereby a VO in Grid corresponds to a supply chain in AgroGrid. 
The supply chain in AgroGrid is formed by those parties, who participate in the sale, 
delivery and production of particular product or food trade unit.

To address the challenges of the interoperability, AgroGrid uses Portal tech-
nology, which offers a common, personalized, web-browser based, user-friendly, 
and secure access to AgroGrid services. To access the AgroGrid portal, running on 
the AgroGrid provider site, users need only a web browser and an account, obtained 
after registration.

In this section, we describe the AgroGrid’s solution by describing AgroGrid 
platform and the process of dynamic supply chain building.

11.2.1 Composition of Dynamic Supply Chains

As already noted, a supply chain in AgroGrid is represented by a Virtual 
Organisation formed by those parties, who participate in the sale, delivery, and 
production of a particular product or food trade unit. The composition of supply 
chains in AgroGrid is based on market mechanisms – the law of supply and demand 
(Volk et al. 2009a). By using the AgroGrid platform, a company wanting to offer 
its capacities to the market, is able to publish them in the AgroGrid capacity offer 
registry, providing details on the product quality, quantity and pricing (option-
ally). The AgroGrid platform offers also the possibility to register requests for 
specific capacities in the capacity request registry. The other companies are now 
able to query and discover capacity offers, as well as capacity requests, stored in 
the AgroGrid capacity registry and retrieve the associated SLA-Template from the 
SLA-Template repository of the capacity provider. The SLA-Template contains in 
addition to the capacity data also pricing, environmental condition during trans-
port and storage, possible penalties in case of SLA violation, delivery date, and in 
particular evaluation metrics. 
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The building of supply chains in AgroGrid is guided by a supply chain template, 
which defines roles (producer, consolidator, logistics, retailer, etc.) needed for 
building the product specific supply chain. A party wanting to create a supply chain, 
called supply chain manager (SC-Manager), selects in the first step from the list of 
available templates an appropriate supply chain template (e.g. for building a supply 
chain for apricots). If there is no such template already defined, the AgroGrid 
portal also offers possibilities to define new templates. After selection of a specific 
template, the system provides an overview of required roles and, after successful 
negotiation, also an overview of contracted parties with specific roles participating 
in the supply chain.

In the next step, the SC-Manager queries the capacity registry for a specific 
capacity (e.g., for apricots provided by an apricot producer) needed for building the 
supply chain. After selecting the required capacity from the capacity registry, the 
SC-Manager (who acts as a capacity requester) initiates the negotiation process by 
retrieving the SLA-Template from the capacity provider. 

In the following negotiation step, the SC-Manager sends an SLA-offer to the 
capacity provider. The offer contains the SLA-Template with modified or unchanged 
SLA-terms. The provider may reject or accept the offer by sending an acceptance or 
rejection notification to the requester with the SLA. 

After receiving an acceptance notification from the capacity provider with the 
accepted SLA, the system automatically sets up the SLA-Monitoring & Evaluator 
service, which is responsible for continuous monitoring and evaluation of estab-
lished SLAs. As a result of the continuous monitoring and evaluation process the 
SLA-Evaluator service creates an SLA-evaluation report, which reflects the fulfil-
ment of SLA, and, in case of a detected SLA violation it serves for the determina-
tion of penalty and compensation. The AgroGrid portal provides an overview of 
monitored SLAs and allows retrieving a specific SLA-evaluation report to approve 
fulfilment of contracted SLAs. After a SC-Manager has established an SLA with 
one party of the required role – for example an apricot provider –, he might select 
further capacities and initiate the negotiation process with more capacity providers 
(e.g., provider of logistics capacity) or even with capacity requester (e.g. retailer) in 
order to complete the building of the supply chain. 

The described procedure allows composition of dynamic supply chains, by 
chaining of parties participating in sale, delivery, and production of particular 
product or food trade unit. Thereby, the dynamicity aspect for building of dynamic 
supply chains refers to the timely extension of the supply chain to include new 
partners, and to the possibility of removing or replacing supply chain members, 
whose performance consistently falls below acceptable norms, by new supply chain 
members.

11.2.2 AgroGrid Platform

AgroGrid’s full lifecycle solution for dynamic capacity markets is based on a 
market place concept that allows companies in the agriculture food sector to offer 
and search for capacities, negotiate SLAs, and create dynamic supply chains (Volk 
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et al. 2009b). A supply chain in AgroGrid is represented by a Virtual Organisation 
formed by those parties, who participate in one or more of the supply chain steps of 
a particular product or food trade unit. AgroGrid allows continuous monitoring and 
quality evaluation in order to ensure the safety of food delivered across all supply 
chains, based on distributed tracking and tracing capability of the GTNet® platform 
and the SLA-Monitoring & Evaluation component. As a result of continuous moni-
toring and evaluation through SLAs, the SLA-Monitoring & Evaluation component 
generates SLA evaluation reports, which reflects any occurred violation of negoti-
ated SLAs. 

Fig. 11.2: AgroGrid – Platform

The solution provided by AgroGrid consists of the following components 
(see fig. 11.2): the Portal, the VO-Management, the SLA-Negotiator, the 
SLA-Monitoring&Evaluator and the Track&Trace component. 

The Portal offers AgroGrid users a common, personalized, web-browser based, 
user-friendly, and secure interface to AgroGrid services. The authentication and 
authorisation mechanisms of the portal secure and personalise the web based access 
of the AgroGrid users. The portlets hosted on the portal of the AgroGrid provider 
form a graphical user interface to AgroGrid services and functionalities, allowing 
registering and discovering capacities, negotiating SLAs, building/managing supply 
chains, and accessing SLA evaluation reports. 

The SLA-Negotiator component allows negotiation of SLAs between a capacity 
requester and a capacity provider. The negotiation of SLAs includes the negotiation 
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of price, quantity, quality parameters of food to be delivered, environmental condi-
tions during the transport or storage, and the compensation in case of SLA-violation. 
The negotiated parameters, like quantity, quality, as well as environmental condi-
tions form SLA metrics, which are used by the SLA-Monitoring&Evaluator 
component for the evaluation of the SLA. The SLA-Negotiator is connected to the 
SLA-Template Repository, where SLA-Templates are stored. The SLA-Template 
reflects a capacity offered by a company on the market. The Globus Toolkit based 
SLA-Negotiator used in AgroGrid, was developed within the BEinGRID project 
and was adapted during the implementation of the AgroGrid platform.

The VO-Management component is used for the setup and management of 
partner memberships in supply chains. As already noted, a supply chain in AgroGrid 
is formed by those parties, who participate in the sale, delivery and production of 
particular product or food trade unit. A party wanting to create a new supply chain, 
adopts the role of a supply chain manager (SC-Manager), uses the VO-Management 
component for the management of parties participating in the supply chain, called 
supply chain members (SC-Member). Before a party can participate in a supply 
chain, it needs to negotiate a SLA with the supply chain manager. The .NET based 
VO-Management (called VO-Setup) component used for the realisation of the 
AgroGrid platform was developed within the BEinGRID project.

The Track&Trace component consists of an Enterprise Resource Planning 
system (ERP) and GTNet®’s distributed Traceability Information Exchange (TIX) 
databases. Users are able to choose whether they want to run their TIX by using 
their own hardware facilities or if they want to use a software as a service hosted 
by TraceTracker AG. In both cases, companies need to pay a license fee and they 
need to build a XML-file which describes all products and their relevant properties 
in general.

Later on, any ERP system can serve as a source of tracking and tracing infor-
mation, as well as a source of monitoring information about quality and environ-
mental conditions of food trade units during their production, storage, transpor-
tation or delivery. The tracking and tracing information, as well as monitoring 
information provided by the ERP is stored in the TIX database. The TIX also 
provides interfaces for querying traceability and monitoring information stored in 
the TIXs of the supply chain members. The access to TIXs of the supply chain 
members is mediated by a local TIX, and is secured by mechanisms provided by 
GTNet-Hub (Global Traceability Network-Hub) which interconnects all TIXs. The 
Traceability Information Exchange databases, as well as the GTNet-Hub are part 
of the TraceTracker’s GTNet® platform and were coupled by the usage of the web 
service based interfaces to the other AgroGrid services, allowing querying the TIXs.

The SLA-Monitoring&Evaluator component is responsible for the automated 
monitoring and evaluation of negotiated SLAs. In order to obtain monitoring 
information of received food trade units, the component queries monitoring data 
stored in local TIX databases and in TIXs of the supply chain members. Later, the 
queried information is transformed into the metrics, as defined in the SLAs. The 
monitored SLA-metrics are compared and evaluated against the evaluation criteria 
defined in the SLAs by the SLA-Evaluator. In case of SLA violation detection, the 
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SLA-Evaluator notifies affected supply chain members about any violations that 
occur. The result of the SLA evaluation is stored in the evaluation report database 
and is accessible via the AgroGrid portal to supply chain members. The evaluation 
report serves for checking the successful SLA fulfilment, and, in case of a detected 
SLA violation it serves for the determination of penalty and compensation.

11.3 Added Value for the User

The described Grid computing concepts are used in AgroGrid in order to over-
come the previously introduced challenges of the food industry. These concepts 
support important business objectives directly. From a user’s point of view, this 
section provides an answer to what a user obtains from using AgroGrid, and what 
changes are needed in a user’s daily work as well as in existing infrastructure to 
employ AgroGrid.

11.3.1 Application of Grid Concepts or: Why Grid?

Grid concepts in AgroGrid are used to break up traditional fixed boundaries in 
food supply chains in order to enable dynamic supply chain composition and to 
in crease the exploitation of production capacities. Besides, Grid concepts offer 
suitable solutions for composition and monitoring of supply chains. This means 
having Grid concepts ensuring an efficient and gap-free quality monitoring by using 
widely distributed data and, at the same time, helping to secure data ownership. Grid 
improves scalability of the overall solution – a very important characteristic against 
the background of the market size and the amount of traded goods. 

The maintenance of accurate data for all partners is a crucial demand of compa-
nies employing tracking and tracing solutions. While competitors in the market of 
tracking and tracing software solutions are numerous, these solutions often follow 
a central database approach (see table 11.2). One of the biggest success factors 
of TraceTracker’s GTNet® is the distributed data management. A main challenge 
during the implementation of AgroGrid was to grasp data from these distributed 
traceability information exchange databases in order to detect SLA violations and 
to generate a SLA report. 

Table 11.2: Competitors in the market of tracking and tracing software solutions

Competitor Solution Difference to GTNet/ AgroGrid

Trace One Lifecycle management Central Database

FXA Internal traceability Internal Database only

Historic Futures Supply chain traceability Central data registry

Yotta Mark Product traceability and authentication Central Database

Beside data management issues, Grid allows collaborative resource sharing across 
parties allocated all over the world and enables building of dynamic Virtual 



11 AgroGrid – Grid Technologies in Agro Food Business 183

Organisations as well as SLA-based negotiation, monitoring and evaluation. 
Table 11.3 gives an overview of which Grid or Grid-related concepts were used and 
what tasks they fulfill.

Table 11.3: Grid concepts and their roles in AgroGrid

Grid(-related) concept Task in AgroGrid

Gridsphere Portal Server User Management, Role Management, Rights Management, Portlet 
Container, Authorisation, Access point of all services

Service Level Agreements Negotiation of SLAs, SLA-Template-

Repository, SLA-Monitoring & Evaluation

Virtual Organisation Management and visualisation of supply chains represented as VOs

Beside the use and integration of existing concepts, sector- and domain-specific 
concepts were developed and integrated in the AgroGrid solution. For example, 
AgroGrid provides a set of predefined templates for the description of supply 
chains. These templates can be created and managed within the AgroGrid portal 
and set out the right sequence of the companies in a VO.

11.3.2 Changes on the User-Side

AgroGrid offers a number of core benefits to AgroGrid users. In order to profit 
from these benefits, only a small number of changes on a user’s site with respect to 
process and infrastructure adaptations is required. This is mainly due to the fact that, 
first, AgroGrid’s Grid-enabled marketplace for production and logistics capacities 
is made available through the AgroGrid portal for which users only need Internet 
access and a standard browser. Heterogeneous and distributed tracking and tracing 
data are integrated through the GTNet®. Second, in addition to the collaboration 
with GTNet®, AgroGrid and GTNet® are marketed as a bundled solution. This 
implies that AgroGrid is promoted in the early market introduction phase towards 
existing GTNet® customers. Such customers already have most of the required 
local infrastructure available from a previous GTNet® installation, so that only 
smaller local changes have to take place. New users of AgroGrid will not have 
to change their whole processes or infrastructure. Since AgroGrid and GTNet® 
are sold as Software-as-a-Service, new customers will only need a common web 
browser and, of course, a license to access AgroGrid. GTNet® interoperates with 
all common ERP systems and user will be able to work with their graphical user 
interfaces they are familiar with. The only change in a user’s day to day processes is 
that they are able to sell their overcapacities through the AgroGrid system instead of 
using telephone, fax or email. In further details, AgroGrid user changes are summa-
rized as follows:

•	 AgroGrid users profit with AgroGrid from an efficient tool to manage product 
offering, transaction negotiations and actual purchase of available production 
capacities. This happens through the AgroGrid portal. This portal, which is 
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based on Gridsphere, implements AgroGrid-specific portlets for all AgroGrid 
functionality needed. This includes, for instance, portlets for BaseVO manage-
ment and VO visualisation, capacity publication and query, and SLA negotia-
tion and SLA evaluation. For a user to access these portlets – and with them the 
core AgroGrid features – very little or no new investment is needed: As soon as 
a user account is opened, portlets are accessible via a standard browser through 
the Internet. No additional software or configuration is required locally.

•	 Thus, for a successful integration with GTNet®, and in order to profit from 
GTNet®’s tracking and tracing functionality, an installed and configured TIX is 
needed. All AgroGrid components can be installed locally on a company’s level 
or they can be hosted by the AgroGrid Provider. The actual number of AgroGrid 
modules which can be deployed locally depends on a user’s role within an 
AgroGrid VO. In the case the company acts as a VO coordinator, the respective 
AgroGrid modules for VO management, SLA template repository, SLA nego-
tiation, SLA monitoring, and SLA evaluation have to be installed for active use 
in AgroGrid. Other AgroGrid VO members only require the modules for SLA 
template repository and SLA negotiation. Again, all components can be used as 
Software as a Service instead of being installed locally.

•	  In terms of process adaptations needed, all processes known to an existing 
GTNet® user remain unchanged. This refers in particular to the processes to 
upload and extract trade-related information to and from GTNet®. The actual 
capacity-related publication/lookup/booking processes plus all VO and SLA 
management processes will happen within the AgroGrid portal, which is 
designed with ease-of-use in mind so that those steps are clearly separated into 
easily differentiated tabs that allow for a short and easy learning period.

11.3.3 Discussion of the Added Value 

AgroGrid users benefit from multifarious advantages in using AgroGrid. AgroGrid 
enables its users – companies in the food industry – to profit from a solution that 
facilitates dynamic production capacity markets in the agriculture food segment 
with the help of Virtual Organisation and Service Level Agreement management 
components and GTNet®’s fully integrated tracking and tracing functionality. To 
a good proportion, these user benefits base on AgroGrid’s use of Grid-related prin-
ciples, namely the use of resource sharing in VOs representing food supply chains, 
the comprehensive support of SLAs in the complete life-cycle, and the use of the 
Gridsphere portal server as a reliable, secure and user-friendly container for the 
implementation of all central AgroGrid services by means of AgroGrid portlets. 
Accordingly, the benefits for AgroGrid users include:

•	 Flexibility: AgroGrid users are enabled to offer production and logistics capaci-
ties to publish, and to source capacities from dynamic capacity networks through 
the AgroGrid market place. The AgroGrid market place facilitates increases a 
user’s flexibility by means of on-demand visibility of available capacities.

•	 Efficiency: The AgroGrid portal aggregates portlets for all relevant AgroGrid 
services – ranging from capacity and VO to SLA management – in a user 
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friendly, secure web-based market place. AgroGrid’s focus lays on a complete 
life cycle solution and ease of use makes its portal an efficient tool to manage 
capacity offerings, negotiations, and actual capacity sourcing.

•	 Cost reduction: AgroGrid users benefit from significant cost reductions by 
lowered transaction costs when using AgroGrid’s market place. This means not 
only cost reductions in capacity sourcing, but also in quality management, since 
AgroGrid integrates tightly with GTNet®.

•	 Differentiation, less waste: AgroGrid users can better handle potential overca-
pacities or demand by trading even smaller, individualized quantities targeted at 
specific market segments in AgroGrid. Individualisation helps to differentiate 
from competitors, while smaller quantities help to reduce waste of perishable 
food.

•	  Confidence: AgroGrid users are enabled to assure consumers of food products 
high food quality and safety standards by means of GTNet®’s well known and 
trusted tracking and traceability functionality and AgroGrid’s SLA evaluation 
reports.

11.4 Summary and Lessons Learnt

The purpose of the Business Experiment AgroGrid is reflected by the set of identi-
fied success criteria which include:

•	 Success criteria 1: to enable collaboration between companies throughout an 
agricultural food supply chain, 

•	 Success criteria 2: to leverage open value chain services and 
•	  Success criteria 3: to implement trust-building and commercialisation support 

mechanisms. 

To do this, AgroGrid adopted the latest developments and implementations in the 
field of Grid computing to the agricultural food industry in order to solve sector-
specific problems and prepare for future challenges. Furthermore, AgroGrid shows 
that concepts borrowed from the field of Grid Computing can also be applied 
to non-IT capacities like agricultural production or logistics. But AgroGrid 
also deals with traditional Grid Computing scenarios – in particular with distributed 
data storage and the sharing of tracking and tracing information for whole supply 
chains.

11.4.1 Technical Experiences

Since AgroGrid was built partly based on existing components, a lot of effort was 
put in integration and customisation work as well as in the building of a web-based 
graphical user interface to access all components through a single web portal. 
AgroGrid’s users are able to interact with the whole system by using a standard web 
browser. The interplay of all components was oriented to meet the structural charac-
teristics of the use case. For example, a Virtual Organisation in terms of AgroGrid is 
not an unordered set of service providers, but rather a number of companies assigned 
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to individual supply chain roles and arranged in order to build up a linear supply 
chain over certain steps. 

From a technical point of view, AgroGrid demonstrates that already existing 
Grid computing components can successfully be adopted to build up a working 
and promising business solution. Adoption, integration and customisation of avail-
able components are not a time consuming, risky and costly ventures. Because of 
their Service Oriented Architecture realised as web services, all components can be 
invoked easily, even if a web service was written in .NET (like the VO management 
component) and the corresponding AgroGrid portlet was implemented in Java. 

11.4.2 Evaluation of the Business Scenario

To evaluate the outcomes of the one year project phase, a detailed application 
scenario was developed. In traditional fruit supply chains, participants are operating 
in fixed boundaries. Producers cooperate with a local consolidator to create a critical 
mass for economically efficient export activities. These consolidators are contracting 
logistic companies to transport apricots from local producers to retailers. Therefore, 
logistic companies offer special containers for shipping the fruits. During shipping, 
transport and delivery, the quality and environmental conditions of food-trade units 
are monitored. Monitoring data will be evaluated and stored in an (often) hand-
written report.

AgroGrid provides an enhancement of this traditional way of collaboration (see 
fig. 11.3). All partners of a fruit supply chain are now able to publish their capaci-
ties in the AgroGrid system by filling in capacity-specific forms. In this first step, 
all offered capacities will be characterised by previously elaborated attributes. In a 
second step, a certain company (e.g. a retailer) requests capacities in order to fulfill 
a special customer demand or to replenish its own capacities. During the third step, 
AgroGrid supports all participants in the negotiation phase by offering capacity-
specific SLA templates and by providing sending and retrieving facilities for SLA 
offerings. After a company has accepted an SLA offering, it becomes a contracted 
partner of the emerging VO. The current state of a VO is always visualised by a 
coloured graph in the VO visualisation portlet.

After all negotiations are completed, companies fulfill their SLA contracts and 
send their production data into GTNet® during the productive phase of the supply 
chain, meaning the VO. Later on, evaluation processes match all SLA agreements 
against real data sent to the TIX (Traceability Information Exchange database 
of GTNet®) of the corresponding partners (see arrows 4. and 5. in fig. 11.3). If 
SLA violations appear to have occurred, the corresponding trade units and 
their irregularity are shown in the according AgroGrid portlet. To get further infor-
mation, a user is able to consult GTNet® to trace back the history of a specific trade 
unit.
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Fig. 11.3: Traditional and enhanced supply chains

During the evaluation phase, the described scenario was passed various times by 
different test users. Even untrained test persons were able to enter capacity charac-
teristics, to perform SLA negotiations as well as SLA evaluations, and to backtrace 
trade units. The evaluation scenario shows that capacity offerings and demands are 
matched more precisely to reduce waste of perishable food and unused capacities. 
Retailers can now offer individualized food even in very small quantities. The use 
of Grid components in supply chain management leads to economically efficient 
exploitation of production capacities, while data ownership is secured.

11.4.3 Summary

To summarise the results of the evaluation phase in the Business Experiment, a self-
assessment indicating progress towards meeting the success criteria was conducted. 
It can be concluded, that all major success criteria and metrics were met: The 
objective to enable collaboration between companies (success criteria 1) is fulfilled 
by choosing a proper way of interaction (i.e., by means of VOs) and by granting 
simple access to all AgroGrid services through a portal by using standard web 
browsers. 

The goal to leverage open value chain services (success criteria 2) is fulfilled 
by using open standards such as web service technology and the Webservice-
Agreement protocol for negotiation. In AgroGrid, authentication and authorisation 
are used to implement trust-building and commercialisation support mechanisms 
(success criteria 3), while charging and billing services have not yet been finalized. 
Additionally, the security concepts of the Gridsphere portal server and the GTNet® 
system are made use of. Additionally, the SLA concept used in AgroGrid allows 
continuous monitoring of SLAs, including important SLA parameters such as the 
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amount and quality of trade units delivered and their temperature during transport 
and storage.

11.5 Outlook 

After describing the Business Experiment, the technical and business background as 
well as all partners, this section provides some outlooks on the future of AgroGrid 
and its adoption to upcoming trends such as Cloud computing.

11.5.1 Outlook on the Next Steps

The first three years of the commercialisation phase are well planned in terms of 
possible clients, costs and revenues. To monitor the performance of the business and 
to mitigate risks, some key performance indicators were identified (see table 11.4). 
These indicators will be monitored continuously during the early start-up phase. If 
an indicator exceeds a certain level, the management of AgroGrid will take appro-
priate action to mitigate the risks.

Table 11.4: Key performance indicators

KPI Measurement

Number of clients Counting all companies recorded in the AgroGrid database.

Transaction number Counting all closed and fulfilled SLA contracts within a measurement 
period

Transaction value Sum up the value of all closed and fulfilled SLA contracts within a 
measurement period

Usage frequency Number of logins, date/time of these logins and duration of system 
usage

Enterprise variety Statistics of corporate objectives as a bar chart

Turnover ratio Overall turnover divided by turnover using AgroGrid, both per period

System downtime Downtime in seconds 

Bugreport number Counting all reported bugs within a measurement period 

Since attracting a critical mass of customers in all the necessary supply chain roles 
is the dominant risk factor, the number of clients and the variety of enterprises are 
the most important indicators. In order to reach a critical mass of varying enter-
prises, AgroGrid will start with a clear focus on fruit supply chains because in this 
sector freshness and delivery time are very critical factors. A major focus will be 
put in promoting AgroGrid towards large retailers in the market – they will act as 
multipliers for the solution. Later, the product will be rolled out on the whole food 
industry.

In conclusion, AgroGrid is based on a very promising business model and it 
addresses a very interesting, challenging, and important industry with a huge annu-
ally turnover and a constant growth over the next years. Since changing consumer 
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demands, price pressure in the market and food quality as well as safety are iden-
tified as the leading factors, AgroGrid provides the right solution to move to new 
ways in coordinating companies, reaching economically efficient exploitation of 
capacities, accessing cost-effective mechanisms for collaboration, and ensuring end 
to end gap-free food retraceability.

11.5.2 Upcoming Trends

One upcoming trend shaping the technology today is Cloud computing. “Gartner 
defines Cloud Computing as a style of computing where massively scalable 
IT-related capabilities are provided ‘as a service’ using Internet technologies to 
multiple external customers” (Gartner 2008a). The business related aspects of 
Cloud computing incorporates combination of IaaS (Infrastructure as a Service), 
PaaS (Platform as a Service) and SaaS (Software as a Service) concepts. In addition 
to IaaS, PaaS and SaaS, Horkan (2009) distinguishes between hosting, Managed 
Service Provider (MSP) and Hosting 2.0 as further types of a Cloud, too.

From the technical point of view, the AgroGrid solution can easily be ported 
into a “Cloud” environment, e.g., by hosting and at the same time executing all 
AgroGrid  services within a pool of easily usable and accessible virtualized resour-
ces. The ability of the Cloud to be scaled up or down to meet increases or decre-
ases in workloads  is called elasticity, and is one of the main features of a Cloud. 
Hosting the AgroGrid’s services in a Cloud would provide elasticity, improving the 
scala bility, availability and reliability of the AgroGrid solution, by acquisition of 
new resources  in case of increasing number of AgroGrid users, requests, or supply 
chains to be monitored. The increased number of requests can be handled by incre-
asing the number of TIX replications or service instances, running on additional 
servers. 

From the business point of view outsourcing of resources is one of the main 
advantages of Cloud computing. Cloud users pay only for the usage of utilized re-
sources in a pay-as-you-go manner (Armbrust et al. 2009), saving the maintenance 
and ownership costs. Pay-as-you-go and elasticity are the main advantages of users 
hosting AgroGrid services and TIXs in a Cloud. On the other hand, moving TIXs 
to a Cloud raises new issues related to trustworthiness of the Cloud provider, and 
in particular location of the data (esp. if the Cloud provider is located in a foreign 
country).

From the AgroGrid provider’s point of view, the AgroGrid portal and services 
can be hosted on the IaaS Cloud, e.g. provided by Amazon, Sourceforge, Flexiscale, 
Rackspace. Advantage are predictable costs and fast extensibility especially in the 
start-up of the AgroGrid provider. On the other hand, this may lead to higher depen-
dency on one particular Cloud provider, as the middleware used in different Clouds 
is in some cases provider specific.

In conclusion, moving the AgroGrid services to a Cloud brings benefits to the 
end user as well as to AgroGrid provider making use of the main advantages of 
a Cloud: elasticity and pay-as-you-go. GTNet®, with which AgroGrid services 
inter operate, is available as an hosted variant today already. AgroGrid could be 
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redesigned  for usage in an hosted variant on a virtualized server infrastructure 
(IaaS), an infrastructure software like ERP or DB software (PaaS), supply chain-
specific code and services (SaaS), or operations (MSP) as well. AgroGrid as part of 
a Cloud could meet the requirements of a provider and the end users much better.



12 Virtual Hosting Environments for Online Gaming

David Bossard, Francesco D’Andria, Theo Dimitrakos, Angelo Gaeta

12.1 General Description

12.1.1 Background

The Virtual Hosting Environment (VHE) is an advanced Information and 
Communication Technologies (ICT) environment where business services can be 
integrated with one another across organisational boundaries and domains. The 
VHE also provides the means to virtualize the environment where the business 
services  operate. 

There are two keys areas to be considered as background for this experiment. 
The proof of concept aimed to provide a novel business service provision solu-
tion for online gaming. Online gaming relates to any form of game played over 
a network with one or more players. It involves in its simplest form a minimum 
of two computers (that of the player and the game server). In its more advanced 
form, it uses entire sets of servers, dedicated storage, and playing platforms for 
massive multiplayer online games (MMOG). The increasing reach of the Internet, 
the soaring number of connected homes, and the wider choice in technology have 
contributed to online gaming’s rapid growth. The Internet now offers an ever richer 
palette of games. The gaming industry is thriving: this was true in 2006 at the start of 
this Business Experiment. According to report by PricewaterhouseCoopers (2009), 
it is even more true today. Their report estimates that between late 2008 and 2013, 
the entire gaming market will grow by an average of 7.4 %, jumping from $51.4 
billion in 2008 to $73.5 billion in 2013 (PricewaterhouseCoopers 2009). A recent 

with the combined net annual income of Japan’s top nine game companies over-
taking the combined net income of Japan’s top 19 electrical giants (Eurotechnology 
Japan 2009). Online gaming in particular is powering the growth. In the USA, 
online gaming grew 22% year on year, while console game sales are expected to 
drop by as much as 20% year on year (comScore 2009). One of the key reasons is 
the cheapness of online games by comparison to console alternatives. This fuels a 
greater consumer demand for more readily-available, cheaper, and richer games. In 
Total Telecom Magazine (2009), Strategy Analytics states “Global revenues from 
PC and video game software reached more than US$46.5 billion in 2008, of which 
$6.4 billion or 22% of total revenues was derived from online channels”. In addi-
tion, “the online share of gaming is expected to continue to rise to an estimated one 
third of revenues in 2011/12” (Total Telecom Magazine 2009). 

However, online gaming is a very demanding market that requires server farms, 
vast amounts of bandwidth, large storage capacities, rich web gaming portals, and 
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tools to manage fast-growing user communities. The online gaming industry can 
expect very fluctuating demands with gaming peaks and lows and irregular usage 
patterns. To address this, Service Providers (SP) could partner and support game 
developers to remove the infrastructure burden from them (Total Telecom Magazine 
2009) and let them focus on what developers do best – write appealing, highly-
interactive, and richly featured games for users to enjoy. SPs would then bring the 
hosting know-how along with support for a wide array of non-functional require-
ments such as security and Quality of Service (QoS).

With this in mind, this Business Experiment has analysed the current state of 
the art (see sect. 12.1.2). It designed a new architecture that supports online gaming 
providers. It also unlocks internal capabilities at different SP sites to offer them 
externally as Value-Adding Services (VAS). Such VAS can include billing services, 
Customer Relationship Management (CRM), or VoIP services (BT 2009b). This has 
given birth to the Virtual Hosting Environment (VHE) (see sect. 12.2). The VHE 
is a service-oriented modular architecture able to deliver extensible, flexible, and 
adaptive scenarios both for online gaming and other service-oriented businesses.

Indeed, online gaming is not the only area that can benefit from the VHE. Any 
enterprise wishing to embrace the Internet and offer capabilities as a service could 
benefit from the VHE. Today’s organisations are undergoing major changes in 
the way they conduct business. This requires their IT infrastructure be rethought. 
Enterprises are increasingly pervasive with a mobile workforce, a rising number 
of business collaborations with other organisations, and a rising number of exter-
nalized infrastructure and services. Many services not seen as core to the business 
are being outsourced. This is the case for instance of CRM, communications tools 
(email, VOIP, virtual intranets), and even mission-critical applications such as secu-
rity. In fact, it is estimated that in the light of today’s growing complexity, Small and 
Medium Enterprises (SMEs) will no longer be able to afford to implement some of 
the business functions they need and should resort to third-party solutions. In partic-
ular, this is the case with security (McAfee 2006). Even worse, many SMEs may not 
be correctly assessing the risks involved in doing online business while at the same 
time they “have become very reliant on the Internet” (McAfee 2006). Online access 
and availability has become very important to the running of businesses.

12.1.2 Limitations of the Current Solution

Current gaming platforms and online gaming providers are built on top of a very 
static architecture: each online gaming provider buys, runs, and manages its own 
dedicated game servers. This requires a large initial investment for any new entrant 
and makes it harder to penetrate the market. It also entails high running costs both 
from a management and operation aspect as from a maintenance and hardware 
aspect. In addition, it is extremely difficult to correctly scale the infrastructure 
as online gaming targets millions of users that will often connect from the same 
geographical region at roughly the same time for variable periods of time. This 
generates extreme peaks and lows in demand that impact gaming performance, QoS 
and ultimately user experience and satisfaction. It shifts the load across the entire 



12 Virtual Hosting Environments for Online Gaming 193

world at different times and would ideally require a geographically-distributed solu-
tion.

The online gaming providers’ infrastructure is often poorly utilized due to archi-
tectural limitations. This can generate ongoing financial losses in addition to the 
high cost of the initial investment.

Each online gaming provider also needs to implement each core function needed 
for the running of its business. This includes the hosting and execution of games at the 
lower end of the overall online game provision; the load balancing between different 
servers; the monitoring of QoS metrics, service delivery, and customer satisfaction; 
overall system security and secure messaging; and appealing rich internet applica-
tions (RIA) to manage user communities with rich content that drives the overall 
business. The distributed nature of online gaming, the rising number of users and 
connections greatly augments the complexity of the systems which in turn will drive 
online gaming providers to design and adopt easier-to-manage solutions.

On the other hand, service providers currently often only offer communication 
services, generally limited to the provision of internet and telephony to businesses. 
However, Total Telecom Magazine (2009) states “service providers could have an 
opportunity to take some of the infrastructure burden away from games developers 
and create a new revenue stream. To date network operators have shown more than 
a tentative interest in online gaming as a new revenue stream. But stellar growth 
in the gaming market and signs that content companies don’t want to manage the 
whole service end to end, means there could be a greater opportunity for telcos to 
capitalise on their infrastructure.”

The current solution doesn’t easily allow for additional VAS to be plugged into 
it. It is therefore difficult for SPs to provide and bill for such services. The aim of the 
VHE will therefore be to offer a modular, extensible, pluggable architecture where 
service providers, businesses, end users, and hosting environments can be brought 
together to deliver higher-value services.

12.1.3 Requirements for a New Service-Oriented Architecture

In order to address the issues created by static architectures, there is a need to design 
from scratch a new architecture that can enable the dynamic composition and expo-
sure of Software-as-Services to end customers. Requirements can be grouped into 
different themes: high-level business requirements, infrastructure requirements, 
service exposure requirements, governance requirements, and non-functional 
requirements.

Overall, the key aim of the solution is to develop an architecture that clearly 
segregates between the actual operations of a business service from the hosting 
of that service, the network aspects, and the non-functional aspects. The solution 
should let different providers focus on those areas where they excel.

From a high-level, business perspective, the main requirement is to achieve a 
new dynamic system that allows cross-enterprise business interactions. This system 
should be flexible enough so that it can accurately reflect the value chains that exist 
between the different business partners. The system should offer adequate tools 
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to offer and measure different levels of QoS based on pre-agreed Service-Level 
Agreement (SLA) contracts.

The solution put forward should enable each organisation using a Service-
Oriented Infrastructure (SOI) to define its own policies to drive their infrastructure. 
The solution should bring visibility into the execution of these policies. It should 
also bring visibility and ease-of-management into organisations’ relationships with 
customers, suppliers, and partners. 

The solution should be able to leverage existing third-party VAS such as SLA 
and security services. In particular, it should guarantee QoS to the end customer 
along with correct billing and QoS measurements. In addition to being able to 
connect to VAS, the solution should enable organisations to offer their own internal 
capabilities as VAS: the architecture should enable the secure and controlled expo-
sure of in-house software as services to external customers following the Software-
as-a-Service (SaaS) paradigm.

From a core infrastructure perspective, the solution should enable a scalable, 
extensible, and manageable system capable of reducing IT cost through service 
reuse and optimization. To achieve this, the architecture should offer a manageable 
hosting environment where applications can be contextualized, virtualized, and run 
on the most adequate hosts. It should be possible to combine these environments in 
clusters or matrixes to provide increased performance. These environments should 
be highly configurable and manageable to give the end-user (an organisation using 
these resources) maximized control over its services.

From a security perspective, the solution should support the operation and life-
cycle management of trust federations of common capabilities (CC) and business 
services. By federation, we mean an aggregation of users and services together with 
an underpinning circle of trust defining the relationship between the different partic-
ipating partners.

The solution should enable a management and governance model that spans 
across layers and organisational boundaries in order to achieve a correct picture of 
the infrastructure, its state, and the services exposed. The governance framework 
should enable the ability to manage the full policy lifecycle. It should provide the 
means to audit policies and sub-systems and should be able to prove the compliance 
of the solution with local regulations, corporate rules, as well as legal constraints 
both at national and international levels.

Applied to the Online Gaming scenario, these requirements confirm the trend 
identified in Total Telecom Magazine (2009). Game developers should focus on 
editing and developing games while buying or renting hosting resources from 
specialists e.g. Amazon EC2 (http://aws.amazon.com/ec2/). This also confirms 
the model identified by McAfee. SMEs will either not understand the risks linked 
with online business models or will not have the means and dedication to invest 
in an adequately secure infrastructure in order to ensure its business is adequately 
protected.

The requirements are further detailed in Brossard et al. (2008), Brossard and 
Prieto Martínez (2009) and Dimitrakos et al. (2009b).
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12.1.4 The Business Experiment – Partners and Work Performed

Five key partners took part in the design and development of the VHE for online 
gaming. These partners are Andago of Spain, ATOS Origin of Spain, BT Group plc 
of the UK, the Centre of Research in Pure and Applied Mathematics (CRMPA) of 
Italy, and the University of Rey Juan Carlos (URJC) of Spain. 

Andago provided the gaming platform and the business use cases. In particular 
they fed the initial requirements stemming from the business world and the online 
gaming sector. Andago also provided (in conjunction with URJC) the resources on 
which to test the solution developed.

ATOS implemented the service-level agreement (SLA) (monitoring and evalu-
ation) subsystem for the VHE. More information can be found in D’Andria et al. 
(2008) and in section 12.2.1.4. In particular, ATOS focused on the following issues: 

•	 Automatic resources “negotiation” through an “SLA-based” service advertise-
ment and discovery mechanism. 

•	 Monitoring of agreements, considering network related QoS and the network 
availability itself as a relevant component of the value chain for service provi-
sioning.

•	  Platform independent agreement evaluation against the Service Level Objectives 
(SLO) inside the collaboration contract at run-time.

In addition to leading the overall experiment, BT provided the security services and 
the technical know-how to integrate them. These services include the federation 
manager, the identity broker (SOI-STS), the authorization service (SOI-AuthZ-PDP), 
and the secure messaging gateway (SOI-SMG) detailed in section 12.2.1.3 and in 
Gaeta et al. (2008), Brossard et al. (2008), and (Brossard and Prieto Martínez 2009). 
BT also developed the governance gateway (SOI-GGW) which allows the secure 
management of the infrastructure and full policy lifecycle management.

CRMPA led the integration task of the experiment and also provided the foun-
dation for the hosting environment based on the GrASP middleware (http://www.
eu-grasp.net) (Gaeta et al. 2008).

Lastly, URJC integrated the Andago Game Platform (AGP) with GrASP to 
work in a VHE). URJC focused their efforts on the design and implementation of 
appropriate integration architecture between both technologies (AGP and GrASP) 
to provide support for the new business model based on Grid services.

12.1.5 Scenario Description

A network-centric application provider, which in the application example used in 
this experiment, is an on-line collaborative game platform provider (we shall call 
it Andago), engages in a contract with the VHE operator (BEMOL) that allows the 
application provider to use other applications, resources and infrastructure services 
offered by BEMOL or other parties in order to enhance their user experience. In our 
example Andago uses game titles from a Game Application Provider; Game Servers 
offered by other parties (Sunny and Saygah for instance).
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Andago can then initiate the creation of a Virtual Organisation (VO) that allows 
Andago to create instances of a game title from the Game Application Provider on 
the Game services offered by Sunny Data Centres. Andago use Sunny computa-
tional resources in Spain in order to offer collaborative on-line games to Andago’s 
gamer communities. As Andago’s customer base expands they decide to expand 
their VO by amending their contract with the operator (BEMOL) and introducing 
more game servers this time offered by Saygah. Their decision to expand may be 
in reaction to surge of use or it may reflect a customer base expansion in the UK, a 
region for which Saygah Data Centres can offer better QoS than Sunny.

As Andago’s customer base expands, they also need to enhance the business intel-
ligence of their network-centric application. Andago may choose to use advanced 
identity management services offered to the VHE by CHOIR and distributed access 
management services offered by BEMOL Security. These are network-hosted serv-
ices that allow Andago to define their own profiles of standards-compliant identity 
assertions and access control policies. Other business partners of Andago (such as 
Saygah Data Centres) may choose to use other identity providers (say BEMOL 
Security) depending on their preferences. The VHE infrastructure ensures compat-
ibility between the different infrastructure services in place. In addition to security 
services, Andago may want to set-up an SLA framework to measure the QoS that 
Sunny and Saygah are delivering. It therefore invites ARPEGGIO Quality Services 
which will deliver a set of SLA monitors and an SLA evaluator to be used as VAS 
in the VHE.

Different customer relationships over the VHE may be more appropriate for 
different charging models. For example, Saygah Data Centres and Sunny Data 
Centres may be charging Andago following a “pay-per-use” model. CHOIR, on 
the other hand, as an Identity Provider may be charging Andago on the basis of the 
size or duration of the VO. Finally BEMOL, as a VHE operator, may be charging 
Andago on a “pay-as-you-grow” fashion based on the portfolio of VHE capabilities 
that are made available to Andago, while BEMOL may be charging Sunny Data 
Centres and Saygah Data Centres based on a percentage of their resource utilisa-
tion via the VHE and CHOIR a flat fee on the number of customers gained. Such 
dynamics require very flexible accounting mechanisms offered by the VHE infra-
structure in order to allow the various stakeholders to retrieve and correlate charge-
able events accurately.

This is a major shift from current state-of-the-art solutions where an online games 
provider such as Andago would have to invest in hardware and other infrastructure, 
architect its security and billing solutions, in addition to providing the end-user 
interfaces, web portals and communities. By delegating hosting issues to specialized 
providers (Sunny and Saygah), and by delegating security and SLA needs to third-
party VAS providers (BEMOL Security, CHOIR, ARPEGGIO Quality Services), 
Andago can focus on its core business: the provision of an appealing user gaming 
platform.
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12.2 Overview of the Virtual Hosting Environment

The VHE is an advanced Information and Communication Technologies (ICT) envi-
ronment where business services can be integrated with one another across organi-
sational boundaries and domains. The VHE also provides the means to virtualize 
the environment where the business services operate. As such, the VHE enables 
new Software-as-a-Service models that exploit economies of scale for the busi-
ness service and infrastructure providers; and reduce time-to-market margins by 
enabling fast service composition and business flexibility.

The virtualisation of hosting environments refers to the federation of a set of 
distributed hosting environments for execution of an application and the possibility 
to provide a single access point (e.g. a Gateway) to this set of federated hosting 
environments.

In the following paragraphs, we will describe the solution developed in this 
Business Experiment and how it applies to the online gaming scenario.

12.2.1 The Virtual Hosting Environment: Architecture & Implementation

The approach taken in the VHE is that put forward by the Service Oriented 
Architecture (SOA) paradigm. From an implementation’s perspective, this means 
the experiment has referred to the Web Service Framework roadmap (IBM 2009a) 
which is currently supported by several commercial SOA platforms and implements 
service interface specifications and protocols in the WS-* stack that are being stand-
ardised mainly in OASIS and W3C.

The core implementation is therefore based on the convergence of Grid and Web 
Services technology and complies with implementations of the WS-* and WSRF/
WSDM protocol stack as well as associated mission-specific standards such as 
SAML and XACML.

12.2.1.1 Key Concepts

There are four key concepts in the virtual hosting environment (Brossard and Prieto 
Martínez 2009). These concepts are:

1. The hosting environments
2. The Business-to-Business (B2B) gateways
3. The value-adding infrastructure services (e.g. security and SLA services), and
4. The VO management service

The hosting environment typically represents the physical infrastructure where 
the applications (for instance the games) are being deployed, instantiated, and 
executed. It should be possible to manage the hosting environments closely, and 
monitor the use of resources in order to extract QoS information. Generally, 
hosting environments can include servers, application gateways, data stores, etc. 
The instantiation of an application refers to the creation of a unique segregated 
instance with (possibly) allocated separate resources (CPU, storage) and separate 
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data stores and state. This instance can then be individually served to customers or 
organisations.

On the one hand, the B2B gateway acts as an integration point at the edge of the 
organisation, supporting the virtualisation and secure exposure of application serv-
ices and enhancing the functionality of these application services, and, on the other 
hand, by aggregating infrastructure services to implement common non-functional 
aspects. The latter include QoS obligations, identity federation, access and usage 
control, etc.

Value-adding services are applications that can be offered as a service over 
the network and that have as a primary function the support of new application 
virtualization within different collaborations or contexts. Typically VAS services 
address critical technical areas that are difficult to achieve for a given organisation 
for lack of investment, time, know-how, or due to corporate strategies (McAfee 
2006). VAS services include identity services, access control services, policy 
servers, security monitors, SLA evaluators, and so on. In this experiment, the key 
focus was on security (identity management and bridging, access control, secure 
policy enforcement) and SLA (SLA monitor, SLA evaluator, SLA-based service 
selection). Another important VAS is that of the governance gateway which offers 
the ability to manage business services, infrastructure profiles and full policy life-
cycle management during the collaboration lifetime. Other VAS include presence 
or telephony services e.g. VoIP. An overview of the VAS used in this experiment 
is given in sections 12.2.1.3 and 12.2.1.4. In addition, we encourage the readers 
to refer to Gaeta et al. (2008), D’Andria et al. (2008), Brossard et al. (2008) and 
Dimitrakos et al. (2009a).

The Virtual Organisation Management Service (VOMS) contains a set of serv-
ices used in the setup of collaborations between different organisations. Typically 
an organisation will identify a business opportunity and key requirements and 
technical needs (be it hosting, security, or more complex needs e.g. business proc-
esses). 

The figure above illustrates the static architectural view of a typical deployment 
of the entire VHE with several partners as per the scenario elicited in section 12.1.5. 
Each key component that constitutes the VHE is illustrated: The VOM services are 
split among partners and the VHE provider. The hosting environments are provided 
– as per the scenario – by Sunny and Saygah. The game to be run is in Sunny’s and 
Saygah’s service pool and will be deployed on their hosting environments. Andago 
contains its own game web portal which will expose the gaming management inter-
face and user control pane to its end users, the gamers.

In this scenario, the security VAS are provided by CHOIR and BEMOL 
Security. ARPEGGIO provides the SLA services that will monitor the QoS during 
the delivery of the services to the end user.
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Fig. 12.1: Architectural perspective of the online gaming scenario with the hosting environments, 
the gateways, the VAS, and the VOMS (Virtual Organisation Toolkit)

The B2B gateways at each participating partner (Andago, Sunny, and Saygah) allow 
each partner to securely connect to the collaboration and expose their services in 
a contextualized way. Each participating partner also has a service gateway which 
handles the instantiation and virtualization of the application instances – in this case 
the Data Centre factories which will be used to create, host, and run new games 
instances at either of Sunny or Saygah.

12.2.1.2 Four Steps towards Managed Dynamic Collaborations

Using VOMS, the organisation can follow a rigorous four-step process to create and 
manage collaborations implemented over the B2B gateway, the VAS infrastructure 
services, the VOMS, and the hosting environments. These four steps are VO iden-
tification, formation, operation, and dissolution. The VOM Coordination Services 
provided by the VHE operator help liaise between the different partners’ VOM 
member services and manage the lifecycle of the given collaboration (see fig. 12.1).

During the first phase, the organisation identifies relevant partners based on 
service types they offer and the QoS they guarantee for each service. QoS here 
relates to high-level customer expectations e.g. a ‘gold service experience’. These 
high-level QoS (HL-QoS) are then translated into lower-level QoS (LL-QoS) such 
as service latency, CPU usage, and so on depending on the business rules defined. 
At this time, high-level contracts have been drafted from which lower-level policies 
and rules can be derived.
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In the VO formation phase, the originating partner sends out invitations to the 
relevant business partners it wishes to invite. An invitation contains the high-level 
contract or agreement that governs the new collaboration as well as any other low-
level policies and rules the originating partner may wish other partners to enforce 
such as global access control policies. At this point invited partners may accept 
(or not, as they wish). In a typical online gaming collaboration, the originator 
may invite hosting environments, game title providers, user base providers, web 
portals, identity management providers, SLA monitoring providers, and so on. In 
the online gaming scenario, Andago invites Sunny and Saygah to take part in a 
gaming collaboration where Sunny and Saygah will be responsible for hosting and 
executing game instances. Andago also invites ARPEGGIO, BEMOL, and CHOIR 
to take part in the collaboration as IT solutions providers. BEMOL and CHOIR, for 
instance, provide security solutions as VAS in the collaboration.

The third phase deals with the operation of the VO. During this phase, new busi-
ness services previously selected in the VO formation phase can now be instanti-
ated, configured, contextualized, and exposed through the B2B service gateways 
to the consumers inside the collaboration. The required supporting infrastructure 
(the VAS) may also be instantiated, configured, and exposed to the collaboration. 
Instantiation of a business service involves creating an altogether new segregated 
instance of the service for a particular customer (be it a single user or an organi-
sation), configuring the logical host on which to run the instance (CPU, memory, 
storage rules and restrictions), configuring the supporting VAS (security, QoS, 
SLA), exposing the instance to the collaboration, and updating the service instance 
registries maintained by the VOMS. This step of instantiation, configuration, and 
contextualization is often called virtualization hence the name Virtual Hosting 
Environment.

The final phase, VO dissolution, focuses on the removal of the collaboration, 
the destruction of all created service instances (business and VAS), the removal of 
configuration files and the reversion to the previous known stable state. In particular, 
VO dissolution must ensure all systems involved remain in a coherent state and that 
the registries correctly reflect the business state.

The following figure summarizes the VO lifecycle.
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Fig. 12.2: The VO Lifecycle

12.2.1.3 The Security Value-Adding Services

The Security value-adding services used in this experiment were developed by 
the Trust & Security Theme of the BEinGRID project. This theme includes tech-
nical innovation that addresses areas where a perceived and actual lack of security 
appears to inhabit commercial adoption of SOI technologies. It includes solutions 
for brokering identities and entitlements across enterprises, managing access to 
shared resources, analyzing and reacting to security events in a distributed infra-
structure, and securing multi-tenancy hosting. These innovations underpin solutions 
offered in VOM and several other categories.

Out of the work done in this theme, four capabilities have been retained for use 
in this experiment.

The first capability is a security token service (SOI-STS) which provides Identity 
and Federation management: it allows, on the one hand, the management of the life-
cycle of circles of trust between providers, and therefore the life-cycle management 
of federation of trust realms, and on the other hand, managing the life-cycle of iden-
tities and privileges of users and resources within such federations of trust realms. 
The obvious benefits of offering these as network-hosted services that can be inte-
grated with application services through the VHE include:

•	 Facilitating the creation of communities of identity providers that enable iden-
tity brokerage and management by supporting open standards such as Liberty 
Alliance, SAML and WS-Federation, and therefore giving rise to new means of 
revenue generation. Indeed the SOI-STS can be exposed in the SaaS approach 
and sold to external customers.
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•	  Enabling the customer to choose the identity provider that is more appropriate 
for a specific collaboration instead of being locked into what is incorporated in 
their SOA platform by a middleware vendor or starting expensive product inte-
gration projects that give them identity provision and federation, at a very high 
cost, for the specific application at hand.

The second capability is an Authorization Service (SOI-AuthZ-PDP) which supports 
distributed access control. It is a policy-based, rule-based access control service 
which implements XACML, the eXtended Access Control Markup Language (an 
OASIS standard aimed at defining an access control language to express rich access 
control rules). It allows the distribution of delegated administrative authority across 
the value chain. It allows managing the distribution of administrative authority 
among multiple partners (e.g. providers of applications, of application hosting, of 
identity services, etc.) and the management of constraints about the scope within 
which each administrative authority can operate.

The delegated access control mechanism explored in this experiment allows 
finely granular control on the delegation of administrative authority. In particular, 
management and access policy can be signed on behalf of different administrators 
and evaluated at run time against delegation constraints that discount parts of the 
polices and resolve conflicts in accordance with the identity and role of each admin-
istrator. This allows for example the VHE operator to profile or constrain the poli-
cies that an Application Service Provider (ASP) administrator can define, and their 
period of validity. The ASP administrator can then define whatever access policies 
fit their application best, including policies that allow a collaboration manager to 
fine tune the certain aspects of the access for a limited period of time. For example, 
the VHE operator may have constrained that the ASP cannot deny access to infor-
mation about the services it provides to another legitimate customer of the VHE. 
The VHE operation may have also constrained that an ASP can only define poli-
cies about services offered in those collaborations they can join according to their 
subscription to the VHE. Then the ASP will have full control of access to the appli-
cations they offer in collaborations that they are allowed to join but will not be 
able to hide information about the service they offer within the VHE. In addition 
to access policies about the services they offer in those collaborations, they may 
also define a constraint that allows the collaboration manager to fine tune access 
to resources during a promotion period. Therefore the collaboration manager could 
override a policy denying game service access to “bronze” members to a “limited-
edition” game but only during the promotion period.

This capability offers an essential service managing distribution of the admin-
istration tasks across the value chain while assuring accountability and non-repudi-
ation of administrative actions during the operation of a distributed infrastructure. 

Thirdly, the secure messaging gateway (SOI-SMG) is a network- or perimeter-
hosted policy enforcement point that can be itself configured through an extensible 
policy language. It brings together selected functionalities from XML firewalls, 
application gateways, content inspection and transformation engines, light-weight 
enterprise service / event bus, and network resource management. It can securely 
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expose services on the basis of network traffic, message content, and application 
data. It acts as a message interceptor, decorator, router and enforcer. It is also the 
integration node in an SOA deployment (as in this scenario). The SOI-SMG being 
policy-based allows for rich, highly adaptive scenarios. The SOI-SMG can be used 
in several collaborations concurrently while maintaining clear message flow segre-
gation.

Lastly, the governance gateway (SOI-GGW) focuses on the management and 
governance of infrastructure and capability profiles. In particular, it provides the 
ability to define security infrastructure profiles that associate the business service to 
be exposed with a unique combination of virtual service endpoint and collaboration 
context, and with 

•	 A collection of one or more application gateways (SOI-SMG),
•	 A collection of zero or more VAS (SOI-STS, SOI-AuthZ-PDP…),
•	 A collection of security policy templates to apply for each VAS
•	  A configuration management process reflecting a common policy management 

life-cycle

It also provides a process to manage the life-cycle of the business service being 
exposed in accordance with a selected profile. This process includes sub-processes 
for exposing the service in the given context, binding the corresponding value-
adding security services and managing the applicable policy instances for each of 
these value-adding security services.

These capabilities integrate as illustrated in the figure below. The integrated 
view illustrates part of the operational phase of the gaming scenario.

Fig. 12.3: An integrated view of the Security VAS
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Figure 12.3 proposes a zoom on the security infrastructure being used in the proposed 
architecture as illustrated in figure 12.2. This figure abstracts away the organisa-
tions which offer the services. Figure 12.3 clearly shows that the SOI-SMG is the 
underlying VAS to the B2B security gateway mentioned in section 12.2.1.1. Once 
correctly configured on a per-service, per-context basis, it integrates several value-
adding security services namely the identity broker (SOI-STS) and the authorization 
service (SOI-AuthZ-PDP) to protect service invocations from Andago’s services 
to Sunny’s services where the game instances are being executed. In particular the 
SOI-SMG at Andago will check that the initial request comes from a valid user who 
is authorized to proceed with such a request. This involves checking for the identity 
of the requestor, checking whether they are a member of the current collaboration, 
and checking whether there is an existing identity mapping definition for that partic-
ular identity. If so, Andago’s SOI-STS delivers a virtual identity token which is 
then used for authentication by Sunny where the token is validated and checked for 
identity claims that describe the initial requestor and which can be used for access 
control decisions at Sunny’s SOI-AuthZ-PDP. Details of this interaction are further 
explained in section 12.2.2 as well as in Brossard et al. (2008) and Dimitrakos et al. 
(2009b). This service-oriented model brings context-aware, content-aware security 
to the application layer and as such brings flexibility and enables dynamic service 
composition models.

12.2.1.4 The SLA Value-Adding Services

The SLA value-adding services consider two well differentiated phases: firstly, the 
advertisement and discovery of the Business Service / SLA Contract and, secondly, 
the monitoring and evaluation of its fulfilment at run-time. In the experiment 
the L&D subsystem extends the classical Universal Description, Discovery and 
Integration (UDDI) directory functionalities in two areas:

•	 It allows the publication of business services against the directory through an 
automatic mechanism.

•	  It allows the classification of business on the basis of metadata that describes 
QoS information contained in the associated SLA pre-contract.

In the gaming scenario, when a Game Provider deploys a new game, he also 
publishes an SLA Template (or SLA pre-contract) associated to that game with 
specific QoS that should be guaranteed. These QoS parameters cover infrastruc-
ture, performance and network parameters, such as CPU use, latency or memory, 
which will be called low level (LL) parameters. The game provider then defines an 
XML-based mapping policy which maps the LL-QoS into high level (HL), human 
understandable, QoS parameters.

At search time when the on-line game (OLG) clients (Gamers) want to look 
for a service (game), the “human understandable” HL QoS parameters are speci-
fied as search criteria: e.g. Graphic Resolution or Available Resources. Using the 
mapping capability provided by the VHE the L&D, the Service Directory is queried 
for potential Service Providers that are able to offer the most suitable service to 
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the client as shown in the following figure. Finally the business service (in this 
scenario, a match for a given game) and its associated SLA Contract are delivered 
to the Gamer.

Fig. 12.4: High-level to Low-level QoS requirements mapping

After the business service has been delivered, it is necessary to ensure that the 
contractual terms are respected. This is done though the Monitoring and Evaluation 
subsystem (M&E). The M&E subsystem is logically divided into three main blocks:

•	 Application-specific monitoring: offers the ability to retrieve at run-time infor-
mation about the users participating in a game, and other general information 
about the match like its lifecycle, number of users playing the match and some 
game statistics;

•	 Infrastructure monitoring: offers the ability to monitor resources virtualized 
as Grid services. In this experiment, it is possible to monitor parameters like 
the CPU cycle and the memory consumed by the match (service instance) at 
runtime;

•	  Evaluation layer: offers the ability to collect (through the two above mentioned 
modules) the monitored values in order to verify whether the measurements 
are within the thresholds defined in the SLA contract assigned to every player. 
Whenever the execution of a match does not satisfy these SLA conditions, the 
module will launch a notification event (using a WS-Notification mechanism) 
about this potential breach of contract.
More information can be found in D’Andria et al. (2008).

12.2.2 Online Gaming Scenario at Runtime

The gaming scenario is perhaps best told from the end user’s perspective. In online 
gaming, a user typically wants to play a game online within a community of liked-
minded players. He wants to take part in various games where other players play as 
well as he or she does. Response time and availability are therefore critical. So is 
the overall security of the underlying systems. The player’s interaction starts when 
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he goes to the Andago website to play a game. Provided he has a valid account, he 
can log into Andago’s web portal which manages users, games, and online commu-
nities. On the richly-enabled website, the user can choose a game he wishes to 
play. Andago decides to advertise certain game titles depending on agreements with 
game title publishers. Up to this point, all interactions take part solely between 
Andago and the end user and therefore neither the VHE nor its enabling B2B gate-
ways are in play. However the richness of Andago’s offering is a direct consequence 
of its ability to form dynamic collaborations with different provider. Once the player 
has selected a game, e.g. EnemyTerritory, he can choose a match to take part in. This 
is where the VHE and the B2B gateways kick in. A match is in fact a given specific 
VO with a virtualized exposed application instance for one of the game servers (GS) 
selected e.g. either Sunny or Saygah.

Once the player has selected a match, Andago will kick-start the virtualiza-
tion of its own client application which liaises between the Andago platform and 
the hosting environment’s virtualized service. In this scenario, Andago exposes a 
management client called Agasy. Therefore at this stage Andago is virtualising and 
exposing a contextualized instance of the Agasy at its B2B gateway. The Agasy 
instance will be exchanging management and monitoring messages with the virtu-
alized game watcher instance at either Sunny or Saygah. This watcher continuously 
monitors the state of the running game instance on the host server and sends back 
gaming operation statistics to the Agasy instance. Every time the client instance 
running behind Andago’s B2B gateway makes a call to the virtualized watcher 
instance at either Sunny or Saygah, the request goes:

•	 through Andago’s gateway where 
– it is checked and decorated with the appropriate virtual identity (e.g., a 

SAML token) issued by the SOI-STS for the given instance
– checked against client-side authorization rules 
– encrypted for transport between the partners’ gateways
– sent to the partner’s gateway, i.e. Sunny or Saygah

•	 through the receiving partner’s gateway where
– the SAML token is extracted and sent to the STS for validation
– the STS validates the virtual identity (SAML token) and returns the associ-

ated identity attributes for the given requestor
– the gateway decrypts the message
– the gateway requests an authorization decision from the SOI-AuthZ-PDP 

based on the XACML attributes extracted from the SAML token and based 
on the originating client and targeted service

– the gateway forwards the request to the internal service i.e. the watcher

During the execution of the sequence of these interactions, the relevant infra-
structure services, in particular the SOI-SMG and the application instances, feed 
events into the SLA monitoring services in order to evaluate the status of the infra-
structure and to determine whether any service provider is breaching the agreed 
contract.
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Thanks to the B2B gateway, the message exchange is secured and therefore 
allows Andago to monitor the hosting environments. It can determine how much to 
pay Saygah and Sunny depending on the usage as well as on the experience deliv-
ered (reliable hosting or not for instance).

12.3 Business Benefits

12.3.1 Customer Benefits in Online Gaming

There are different customer types that can benefit from the VHE approach. Firstly, 
the end user or gamer will indirectly benefit from the VHE as he will be given a 
wider range of games at different levels of quality with more adequate and competi-
tive pricing models.

Secondly, traditional service providers (SP) who contented themselves with 
providing raw communications services (typical of ISPs) will now be able to offer 
additional capabilities as services in a SaaS approach. Such services include, as 
already mentioned, identity and access control management services, encryption 
services, SLA services, CRM services, telecommunications services (call-backs, 
the sending of SMS, etc), and generally any capability the enterprise has internally 
and is willing to share with external customers in order to generate revenue. This has 
been clearly identified in Total Telecom Magazine (2009). In particular it highlights 
that the “huge cost of developing massive multiplayer online games (MMOG) could 
mean an increasing opportunity for network infrastructure and data warehousing 
service providers as games publishers increasingly try to move away from providing 
the end-to-end ‘vertical”.

Thirdly, game developers and web gaming platforms also benefit from the VHE 
approach as they can focus on developing new game titles and creating appealing 
user platforms without having to worry about the details of operating the plat-
form, the game, or any of the underlying infrastructure along with the non-func-
tional requirements (such as security and QoS) these bring. Again, Total Telecom 
Magazine states that “because MMOGs are persistent online games that are 
commonly played by hundreds or thousands of players on one hardware server at 
the same time, support costs can be high”. These costs need to be controlled and 
driven down. Piers Harding-Rolls (a senior analyst at Screen Digest) states that “a 
popular game might have tens of servers each with a few thousand players”. This is 
the main cause for the expensive infrastructure and maintenance when owned and 
operated by the game developer. A pay-as-you-grow or pay-as-you-go provision 
model can help reduce such costs.

12.3.2 The VHE as an Enabler of the SOA Approach

The VHE enables the customer to adopt a low risk approach to SOA deployment 
and increases Return on Investment (RoI). The VHE provides common, shared tech-
nologies that enable business processes to be added and changed easily. Expensive 
infrastructure is pooled, decreasing the support and maintenance costs, allowing 
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for a greatly reduced capital outlay, and increasing utilisation of the IT resource. 
Implementing a service-oriented design facilitates increased collaboration with both 
customers and suppliers, and offers opportunities for a higher degree of service 
composition and process automation across the value chain. The VHE also offers 
common capabilities meeting non-functional requirements such as: 

•	 Business collaboration management, 
•	 Service publication, service categorization and discovery based on high-level 

QoS requirements, 
•	 Process driven service composition, 
•	 Federated identity and access management, 
•	 SLA monitoring and evaluation, and 
•	 Secure messaging and content validation, content-based routing.

This experiment validates the use of VHE as an enabler of collaborative online 
gaming services. Validation is achieved by implementing a gaming platform 
(provided by Andago) on the top of a VHE specialisation for on-line collaborative 
gaming. The VHE helps businesses to improve their “concept-to-market” develop-
ment cycle. This is achieved by leveraging the common capability integration and 
process-driven service and resource composition that is enabled by the VHE infra-
structure. The VHE should enable a 25% – 50% reduction of the concept-to-market 
cycle, especially in cases where services are composed for the first time in response 
to a new market need (Sawnhey 2005). The VHE should also help businesses opti-
mise their “right first time” ratio by leveraging the flexibility offered by policy-
based management of the VHE infrastructure and its ability for autonomic adapta-
tion in response to contextual changes. The VHE should allow an 80% or higher 
“right first time” ratio for exposing composite services on the VHE, especially in 
cases where reconfiguration is required in order to respond to changes of service 
usage or access requirements (Sawnhey 2005). The VHE proposition offers the 
potential to treat both IT and business functions as a series of interconnected serv-
ices—from activities like HR and travel that serve employees, to sales, to managing 
customer identity and access, to delivery and other activities that serve customers. 
It offers organisations new ways to selectively outsource, to quickly configure and 
reconfigure these services to continually maximize efficiency, even as their busi-
ness world changes. 

From a customer’s perspective SOI provides a very compelling story, incor-
porating the attractive aspects of SOA with flexible, cost effective infrastructure. 
Current estimates (IDC 2006) are that between 50 – 80% of enterprises are planning 
and deploying SOA to achieve the following:

•	 Service reuse: accelerated implementation of new business functions and 
changes to existing ones, lower effort and risk, reduced cost, quicker implemen-
tation;

•	 Composite applications built by combining services: Rapid response to changing 
market requirements and first-to-market competitive advantage. Optimization of 
end-to-end processes rather than just individual activities 
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•	 Loosely coupled systems: greater flexibility, increased implementation agility, 
improved process efficiency, and a higher degree of automation.

•	 Standards-based end-to-end security: greater interoperability; controlled expo-
sure of business functions to business partners; managing (and hiding) infra-
structure complexity; guaranteed compliance with higher-level enterprise poli-
cies including the implementation of regulatory requirements and ability to 
prove compliance with these.

VHE customers can select productised components from a menu of options, each 
with its own service level (speed, capacity and/or availability) and pricing model. 
Under the VHE, customers’ demands are becoming more service-based and Service 
Level Agreements and Guarantees (SLAs & SLGs), as well as Identity, Security and 
Access policies, are more focused on business requirements. Instead of defining 
network or application availability related guarantees, customers will require a 
range of service level performance options based upon end user requirements and 
business metrics.

12.3.3 Business Benefits in Other Market Sectors

Essentially, the VHE product is a network-centric Service Oriented Infrastructure 
to be used by enterprise networks. Enterprise network scenarios range from defence 
coalitions, to multi-site finance institutions, multi-party logistics support, and aggre-
gation of entertainment and media services. The VHE allows enterprises to expose 
interfaces to internally-hosted services in such a way that they can be combined 
easily and securely with services contributed by other business partners on demand. 
The three main markets in priority are:

•	 Defence coalitions (e.g. coalitions between NATO members) 
•	 Multi-provider VAS integration for entertainment and gaming (such as BT and 

Sony’s Go! Messenger offering (BT 2009a))
•	 Large-scale corporations with a multi-site IT infrastructure including those 

arising from a series of mergers and acquisitions

One motive for emphasising large corporations and coalitions as early adopters 
stems from the up-take of an SOA strategy in such organisations and the willing-
ness of some of these customers to make a substantial investment on innovation in 
order to solve challenges in the Managed (IT) Infrastructure Services area. Once an 
operational infrastructure is established, we expect it will also be particularly valu-
able for smaller companies who want to earn money out of innovative web services. 
In the future, we envisage the enterprise networks using the VHE platform being 
clusters of SMEs within a given market sector. However, in the short term, the VHE 
offering is being driven by the needs and investment of large corporate customers 
and government departments (especially defence).
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12.4 Lessons Learnt

Over the course of the two years during which the Business Experiment ran, several 
lessons have been learnt as to the choice and development of the technology, the 
chosen approaches, the architecture put forward. Additional lessons relate to the 
customer’s expectations and its management.

12.4.1 Organisations’ Main Motivation to Migrate to SOA

In his SOA Maturity Model, Theo Beack, Chief SOA Architect at SoftwareAG, 
summarizes the main issues faced when interfacing with new customers: 
“Organisations are all inundated with information about SOA and the steps [this] 
require[s]…” (Beack 2006). The first lesson to retain is that SOA confuses many 
decision makers when wondering whether to make a strategic move which may 
halt or hinder an enterprise’s IT operations over a significant period of time during 
which the transition takes place.

To avoid this adverse reaction, the customer, be it the online gaming platform 
provider or any IT enterprise, needs to have the key benefits delivered by the VHE 
clearly explained. The latter brings a clear roadmap to SOA adoption along with the 
adequate tools and an architecture that allows growth and expansion. It is important 
to accompany enterprises in their migration by supporting them with a clear plan. 
The VHE should first provide a point of reference which is the main aim of the 
SOA realization. Based on that reference, the organisation should create a common 
vision and understanding of what it wants to realize with SOA and what it means 
for its IT operations and business in general. In a later stage, the organisation should 
identify gaps between its current state of the art and what it wants to achieve. Lastly, 
before deciding to proceed, it should prioritize and measure the impact of SOA and 
the VHE on its business and in particular try to measure the Return on Investment 
(RoI) to determine whether it is worthwhile. An additional stage in this plan should 
consider, prioritize and plan actions for improvement of the architecture being put 
forward. Only with the adequate framework will enterprises become less reluctant 
and start adopting the VHE.

Another key aspect that is increasingly proving useful to incite enterprises to 
adopt an SOA strategy is the ability to cut operation costs (mainly electricity used in 
running servers and the necessary cooling equipment) and the linked environmental 
concern. A recent article in the Wall Street & Technology Journal (2009) highlights 
that more and more Wall St. firms are turning to SOA architectures and virtualiza-
tion technologies to cut their electric bill and become greener. This approach is 
helping them to save their energy consumption and generally helps them reduce 
manpower and “do more with less”. This is in line with current IT budgets which 
are suffering massive cuts due to the 2009 recession. Where enterprises were once 
reluctant to evolve to an SOA or VHE approach, the current financial situation is 
forcing them to. 

Enterprises can also particularly benefit from this approach by generating profits 
from once locked-in value-adding services. BT, for instance, has launched in March 
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2009 a virtualised infrastructure service which involves the virtualisation of servers, 
storage, networks and security delivered to customers via an online portal as Cloud-
based services (ZDNet UK 2009). By doing so, BT is in fact offering capabili-
ties it already provides internally for its own operations and is optimizing resource 
usages and selling them to generate additional revenue. Other common capabili-
ties included in the telecommunications sector are Voice over IP (VoIP) services, 
call-backs and call flows, text message services such as the ones offered by Ribbit 
(http://www.ribbit.com/). Going to other organisation with success stories – such as 
BT’s – will help them in their own adoption of the VHE and the SOA paradigm in 
general.

12.4.2 Risks Associated to SOA

Changing to an open, service-oriented model comes with technical pitfalls addressed 
in the VHE but that should not be overlooked by organisations. In particular, a 
distributed system with multiple components that potentially span across different 
organisational domains needs adequate management tools: governance is therefore 
critical to control this complexity. This governance process should be based on a 
well-defined set of interface guidelines and policies. 

Secondly, the governance process should provide the means to manage those 
policies that matter and provide tools to manage the entire lifecycle of the policies 
from its initial template stages to their execution. Policies should have issuers. The 
latter should not be able to repudiate the policies in order to ensure compliance with 
regulations and laws both inside the enterprise, within the dynamic collaboration, 
and within national and international legal frameworks. 

Thirdly accurate governance should come with the identification of asset owners, 
administrators and generally speaking those responsible for maintaining the serv-
ices with which an enterprise is to integrate.

Lastly, from a more technical perspective, if SOA is to be fully achieved, partic-
ular care is to be put on the definition of service interfaces and contracts. In partic-
ular, those interfaces should enable loose coupling.

12.5 Conclusion

In the past, many companies’ strategic business planning relied upon forecasts of 
future market conditions and customer needs over time periods of one to five years. 
In the stable business environment that then existed, companies could take their 
time to plan and develop a suitable IT infrastructure because market conditions 
and customer needs were relatively stable. But in today’s uncertain business condi-
tions, it is difficult for companies to look that far into the future, with any certainty. 
Instead they have to spot trends early and respond more quickly than competitors 
to new opportunities and threats. However, many enterprises are finding that their 
ability to innovate and execute new business strategies is being constrained by the 
inability of their IT infrastructure to support these new strategic initiatives. If so, 
these customers need to transform their existing inflexible IT infrastructures into 
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more flexible and agile infrastructures that can support new and innovative business 
strategies in shorter time scales. 

In response to such customer needs and insights, this experiment has developed 
the VHE proposition. The VHE offers the potential to treat both IT and business 
functions as a series of interconnected services. It is an attempt to offer organi-
sations new ways to selectively outsource, to quickly configure and reconfigure 
these services and to continually maximize efficiency, even as their business world 
changes. VHE is an enhanced Service Oriented Infrastructure (SOI) that is built on 
the fusion of:

•	 The SOA for ensuring composition of loosely coupled services
•	 The virtualisation and distributed management of ICT resources based on Grid 

computing
•	 The management of Network resources based on a federated architecture.

The pull for the VHE has mainly come from two areas: the need for enterprises to 
become more flexible in order to adapt to evolving business models leading to new 
revenue-generating opportunities and the increasing pressure to reduce operating 
costs.

Other reasons come from the need to reduce organisations’ environmental impact 
by reducing energy consumption as stated in Wall Street & Technology (2009).

Between the completion of this experiment in June of 2008 and now, the Grid 
SOA paradigm has evolved into the Cloud computing proposition. Many leading 
IT organisations including telecommunications providers such as BT and Orange 
are investing in Cloud computing proposals. Indeed, Gartner predict 22% growth 
in 2009, with revenues reaching $9.6bn and rising to $16bn by 2013 in the Cloud 
computing market (MicroScope 2009). A trend toward Cloud computing is to be 
expected in the light of the challenges faced by major Wall St firms. The VHE 
approach taken in this experiment has been built in such a flexible way that it can be 
easily migrated towards a Cloud approach with little or no effort.

Cloud computing will also impact security services because we expect to see a 
new Security-as-a-Service model emerge. With technology dissolving traditional 
network boundaries and companies changing their operational business models, 
Cloud-based security will be essential. The work in identity and access manage-
ment done in BEinGRID and this experiment fit naturally into the Cloud.

The results of this experiment are extremely encouraging. There is a very 
dynamic market with very high expectations for new SOA-oriented visions in order 
to pursue new business opportunities, cut IT operation costs, and fuel the corpo-
rate green agenda which is becoming important in Corporate Social Responsibility 
(CSR) strategies. We believe large IT corporations (consultancy firms, telecommu-
nications providers) should lead the way into the Cloud computing paradigm. The 
partners of this experiment and in particular ATOS and BT can leverage the results 
of this experiment to strengthen their respective proposals.



13 Organizational and Governance Challenges for 
Grid Computing in Companies – Summary of Findings 
from Business Experiments

Katarina Stanoevska-Slabeva, Thomas Wozniak

13.1 Introduction

Grid computing originated in eScience where it is applied to support scientific tasks 
requiring high performance computing and collaborative scientific efforts. The 
Business Experiments presented in chapters 9 to 12 and the remaining 21 experiments  
of the BEinGRID project (BEinGRID Booklet 2009) demonstrated the applicability 
of Grid computing in business environments and provided an outlook towards the 
application of Cloud computing in companies.

Besides illustrating and testing technical Grid innovations and developments 
specifically dedicated to business usage of Grids, services and an outlook to Cloud 
computing, the Business Experiments provided an insight of the potential benefits 
and challenges of these technologies for business purposes. One benefit of Grid 
computing for companies is enabling high performance computing (HPC) either 
through access to external HPC resources or through creating internal Grids based 
on existing company computing resources. The access to HPC enables significant 
acceleration of business tasks that require high computing power. Such tasks are 
mainly simulation tasks as part of product development, design and engineering 
activities or other tasks as treatment or risk calculation in health and financial organ-
izations respectively. 

Another benefit of Grid computing for business purposes is the support for effi-
cient inter- and intra-company collaboration by enabling both the establishment 
of virtual organizations (VO) and the sharing of resources and data within them. 
Application areas for Grid-enabled VO are for example collaborations within 
supply chains, inter-company collaborative engineering or common offerings within 
complex online sites. 

Based on the results from the Business Experiments, it became evident that 
companies can benefit from Grid computing not only by enabling savings on infra-
structure costs. Grid computing also allows companies to create new value and to 
achieve competitive advantage. 

As Fellows and Barr (2007) from the market research company “The 451 
Group” state it: “Grids are evolving beyond high-performance computing (HPC) 
and compute tasks in order to support broader organizing principles driving enter-
prise IT evolution”. Faster and more accurate product design for example lowers 
time-to-market and strengthens the innovation capabilities and competitiveness 
of companies. Similar effects are achieved through the ability to quickly establish 
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necessary business alliances within supply chains or other inter-company collabora-
tion efforts in a safe and trustable way. 

However, the Business Experiments also revealed the organizational challenges 
and obstacles for companies that want to apply Grid or Cloud computing on a large 
scale. Grid and Cloud computing imply major changes in the way how information 
technology is used and governed in companies. 

This chapter provides another analytical view on the Business Experiments and 
summarizes the findings with regards to organizational and governance challenges 
of Grid and Cloud computing in organizations. These aspects are considered sepa-
rately for the case of application of Grid as utility and high performance computing 
and for the case of using Grid computing to support virtual organizations. 

The chapter is structured as follows: section 13.2 summarizes the organizational 
challenges related to utility and high performance computing, while section 13.3 
summarizes the findings related to resource sharing within virtual organizations. 
Section 13.4 concludes the chapter with a summary.

13.2 Organizational Challenges Related to Application of Utility and 
High Performance Computing

The BEinGRID project involved 15 Business Experiments that illustrated the appli-
cation of Grid computing for enabling efficient support for tasks requiring high 
computing power. Two of these Business Experiments were presented in detail in 
the previous chapters: 

•	 The BEinEIMRT Business Experiment (see chapter 9) illustrated the potential 
of applying external HPC resources for calculation of radiotherapy cancer treat-
ment planning in hospitals based on the Monte Carlo methodology. The starting 
point for the Business Experiment was an existing application for radiotherapy 
calculation that was Grid-enabled in the Business Experiment. The application 
was enhanced in the Business Experiment so that it can utilize external HPC 
resources and it can be offered either in a Software-as-a-Service (SaaS) mode 
or it can be deployed on internal computing clusters. The deployment of the 
Grid-enabled radiotherapy planning application resulted in a decrease of the 
time-to-solution to a level that can be acceptable for daily work at the hospital. 
For example, the execution time of a treatment verification was reduced from 
193 hours to only 4, this means, from more than one week to an acceptable time 
for a day of work. 

•	 The Ship Building Business Experiment (see chapter 10) illustrated the use of 
external computing resources for collaborative ship simulation and engineering 
based on the SaaS paradigm. Similar to the BEinEIMRT Business Experiment 
described above, the starting point for the Business Experiment was an existing 
application for Ship Design and Integration System (SESIS) that was Grid-
enabled in the Business Experiment. One of the participants in the Business 
Experiment provided the external utility computing resources. The new Grid-
enabled collaborative simulation solution was tested for simulating the impact 
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of different combination of materials for a new funnel in sandwich technology 
for fire safety on ships. The test of the solution showed that the computing time 
for a required simulation of 60 minutes real time of fire that needs approxi-
mately one month of computing time on a single PC can be reduced to one day 
on a 32-node cluster. The experiment also showed the technical feasibility of 
sourcing external computing resources. 

The two experiments had several common characteristics and problem areas:

•	 Tasks that require high computing power and are crucial part of the core activi-
ties of the organizations involved – treatment calculation in hospitals and collab-
orative product engineering at the shipyard.

•	 Lack of own infrastructure and knowledge that can support tasks requiring high 
performance computing.

•	 Support of tasks with demand for high performance computing with applica-
tions that are not designed for use in a Grid environment.

Similar characteristics have been observed also with other BEinGRID Business 
Experiments for example in the BE addressing computational fluid dynamics simu-
lation in the automotive industry (BE01 2009) or the BE considering engineering 
and business processes in metal forming in manufacturing (BE08 2009) (for more 
examples see BEinGRID Booklet 2009). All experiments were able to provide a 
proof that computing intensive tasks can be accelerated considerably by using Grid 
computing either by sourcing external computing power through utility computing 
or by creating internal clusters. 

However, the Business Experiments revealed also that application of utility 
computing or external high computing resources requires considerable changes in 
the way how information and communication technology is handled in organisa-
tions. 

First of all, the experiments showed that in general usage of HPC, or IaaS in 
case of Clouds, requires Grid-enabled applications. This means that the application 
deployed on a Grid needs to be able to parallelize and distribute jobs among avail-
able resources – independent of the fact if the resources are internal or external. 
Availability of utility computing on the market per se is somehow irrelevant, 
if there are no applications that can take advantage of it. Through the Business 
Experiments it became evident that in order to be able to use Grid computing, an 
initial investment is necessary for the adjustment, i.e. Grid-enablement, of existing 
software applications. This initial investment needs to be considered by the external 
Independent Software Provider (ISP) or by the company itself in case of own appli-
cations. The Grid-enabled application can then be deployed either in a SaaS manner 
or on company internal Grids (see the BEinEIMRT Business Experiment). Both 
approaches require substantial organizational and IT governance changes. 

The usage based on SaaS implies that internal resources and licenses for the 
application are combined with a SaaS pay-per-use licenses and usage. The access of 
the application in a SaaS manner requires new contracts and license agreements with 
the software vendor providing it (see for example Stanoevska-Slabeva et al. 2008). 
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Thereby the applications under consideration are very specialized and expensive 
similar to the applications described in chapters 9 and 10. Due to the low number 
of users, such applications are usually offered with licensing models that are valid 
for use on one computer on which the application runs and a certain period of time 
(usually a year). As soon as the application is obtained in a SaaS manner, different 
licensing relationships need to be established. A move towards licenses that abstract 
from the fact on which machine the application is running or which allow an ad hoc 
transfer of jobs from the application to available resources internally or externally 
is necessary. Even though many software vendors have already started to evolve 
towards pay-per-use and similar licensing and payment models, there are still not 
many applications available that are suitable for Grid environments. 

The second aspect that needs to be considered by user companies is the choice 
of the external utility computing providers and the establishment of contractual rela-
tionships with them. This means that in case the user company is interested in a 
SaaS version of a HPC application, it might require two new contracts, one to the 
SaaS provider and one to the utility computing provider. From the perspective of 
the user company a better solution is clearly a contractual relationship to only one 
of the providers. Usually this is the SaaS provider who is the main contact point to 
the user company and who hides the complexity of the underlying infrastructure 
by establishing bilateral relationships to one or several utility computing providers.

Major legal aspects that need to be considered are (see also chapter 7): fees that 
apply as well as Service Level Agreements (SLA) including Quality of Service 
(QoS) in terms of availability, performance, downtime and service suspension and 
support services, privacy, security, and confidentiality. 

The access of external HPC infrastructure furthermore implies changes in IT 
governance of companies, in particular with respect to:

•	 Definition of criteria for the choice of external utility computing and SaaS 
providers. 

•	 Establishment of rules when external resources can be used and by whom.
•	 Establishment of guidelines for contractual relationships with the utility 

computing and SaaS providers.
•	 Choice and application of tools to monitor the execution of SLA and provided 

QoS in a complex mixed internal and external monitoring environment.
•	 Consideration of security and definition of security policies. These policies need 

to include at least the following aspects: secure communication of input and 
resulting data among the end user and external provider, access policies defining 
who in the company has the right to access external data and under which condi-
tions, and policies for storage of data on external resources. 

•	 Consideration of privacy risks and definition of privacy policies. Special care 
should be taken for particularly sensitive data – for example patient or customer 
data. Consideration of privacy includes a range of questions related to commu-
nication, storage and processing of data. The BEinEIMRT Business Experiment 
for example anonymised and encrypted the patient data before sending it to the 
external providers. The end user company needs to assure that even though the 
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data might be processed on computers spread over several continents and coun-
tries the privacy rules valid in his country are applied.

Overall many new governance rules need to be established and their execution needs 
to be monitored in an efficient way. This is difficult to achieve by manual moni-
toring. Thus, the availability of support for coding policies in monitoring tools and 
automatic execution of the governance policies is an important aspect. Potential 
software modules providing this functionality are described in chapter 8. Without 
automatic monitoring, the gain in computing speed will result in a loss of time 
for management and governance tasks. Thus, support for monitoring of internal 
resources needs to be extended with support for monitoring of external resources. 
All this implies additional costs and investments that need to be compared to the 
potential gains of Grid computing. 

To summarize, the introduction of HPC based on external resources in form 
of utility computing or deployed on internal Grids results in advantages but also 
additional costs and requires considerable organizational and governance changes 
for the organization. The potential gains of Grid computing can be summarized as 
follows:

•	 Significant acceleration of tasks that require high performance computing and 
based on that time-to-solution.

•	 Increased flexibility and scalability of available resources based on the possi-
bility to add external resources in an ad hoc manner according to demand. This 
also results in higher agility and flexibility of related business processes.

•	 Lower IT infrastructure and maintenance costs as part of the demand is covered 
by external resources that are consumed on a pay-per-use basis. 

•	 Conversion of fixed investment costs into variable costs that occur only if 
external infrastructure is actually used.

The potential gains may be partially offset by some potential costs:

•	 Investment in Grid enablement of own applications or switch to pay-per-use 
licenses. This might include also costs for Grid middleware, which is used for 
enhancing the application.

•	 Connection and communication costs to the utility computing and SaaS provider.
•	 Investment in new monitoring tools and capabilities of employees to be able 

to manage a heterogeneous IT environment consisting of external and internal 
resources. 

•	 Costs related to change of processes. 
•	 Costs related to meeting higher requirements related to security and privacy 

aspects.

In each case a careful Total Cost of Ownership (TCO) calculation needs to be 
performed in order to disclose if the gains from evolving to utility computing and 
SaaS in financial terms are higher than incurring costs related to it. For example, the 
case of the BE BEinEIMRT clearly shows the advantage of external resources for 
hospitals. On the contrary, in his attempt to quantify the gains of Grid computing, 
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Gray (2003) comes to the conclusion that Grid applications must be really compute-
intensive, or will otherwise not be economical. 

Compared to that, the question of most cost-effective investment in cases similar 
to the Ship Building BE example might be different. The Ship Building BE demon-
strated the benefits of Grid computing on the example of one of many simulation 
tasks during the design of a ship. The volume of compute-intensive tasks required 
for the complete virtual design and build of a ship is much higher. Thus, a more 
favourable solution might be an investment in bundling own available resources into 
an internal Grid infrastructure. For example, Opitz et al. (2008) show that a solution 
based on cycle stealing from existing resources has the potential for considerable 
costs savings.

The examples above illustrate that for a sound HPC Grid computing invest-
ment decision, several options need to be compared: sourcing from external utility 
computing and SaaS providers, transforming the existing internally available infra-
structure into a Grid infrastructure and investing in a specially dedicated internal 
Grid computing infrastructure. 

13.3 Organizational Challenges Related to Application of Grid 
Computing for Virtual Organization Support

Support for building virtual organizations (VOs) is the second application area of 
Grid computing in companies illustrated by Business Experiments. The main goal 
of Grid-based VOs is to enable resource and data sharing as well as coordinated 
problem solving in dynamic, multi-institutional collaborations (see also Foster et al. 
2008) among several cooperating companies. Two Business Experiments illustrated 
the application of Grid-based VOs in companies in this book:

•	 The AgroGrid Business Experiment (see chapter 11) provided a Grid-based 
solution for supporting collaboration among companies within supply chains 
in the agricultural industry. The presented solution provides a Grid-enabled 
market place that allows companies operating in agriculture food markets to 
offer and source capacities, to negotiate quality of food to be delivered, to estab-
lish contracts, to track and trace contract execution and to create dynamic supply 
chain-related VOs. 

•	 The VHE Business Experiment (see chapter 12) was dedicated to the devel-
opment of a generic Grid-based and service-oriented virtual hosting environ-
ment (VHE), where business services can be integrated with one another across 
organizational boundaries and domains. The environment supports service-based 
cross-enterprise interaction by leveraging the services available at the different 
organizations. It allows for an easy and flexible exposure and offering of serv-
ices and usage within supply chains. The solution enables a management and 
governance model that spans across resource layers and organizational bounda-
ries in order to achieve a correct picture of the infrastructure, its state and the 
services exposed. It provides the means to audit policies and sub-systems and 
is able to prove the compliance of the solution with local regulation, corporate 
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rules, as well as legal constraints both at national and international levels. The 
generic VHE was tested with a use case in online gaming. 

The two cases have the following common characteristics and problem areas:

•	 The need to establish quickly and efficiently in a trustable manner collaboration 
with business partners, without centralising involved resources and data.

•	 No solution that provide support for efficient, secure and trustable sharing of 
data and execution of collaborative business processes without fostering central-
ization of data and resources. 

The two Business Experiments illustrated the potential for supporting VO based on 
Grid and service orientation. Substantial benefits revealed were: 

•	 Ad hoc establishment of VO among cooperating companies.
•	 Faster and more accurate establishment of a collaboration environment that takes 

advantage of available core competencies, resources and services of involved 
business partners and enables more efficient resource sharing and collaboration. 

Similar to the application of HPC, the application of VO requires substantial 
changes that need to be addressed by the involved organization. This includes the 
overall decision for participation in VO, the decisions which data and in which form 
it will be made available in a VO and which partners are suitable for a VO collabora-
tion. Closely related to this is the need to clearly define security policies regarding: 
who can access the services, in which form services can be accessed, which services 
are exposed in the environment, which data is exchanged, which SLAs and QoS are 
required. 

13.4 Summary and Conclusion 

13.4.1 Summary of Findings

The Business Experiments presented in this book illustrated two potential applica-
tion areas of Grid computing in companies:

•	 High performance computing (HPC) either through external utility computing 
and SaaS or through internal Grids,

•	 Efficient inter-company collaboration and data and resource sharing within a 
virtual organization (VO). 

Both application areas revealed potential for substantial benefits:

•	 Improved core processes and tasks, which have strategic importance for the user 
companies. 

•	 Cut of infrastructure and maintenance costs and transfer of capital expenditures 
in operational expenditures.

•	 Increased flexibility and scalability of available resources and by that increased 
agility and flexibility of business processes. 
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The Business Experiments illustrated that Grid computing is not only optimizing the 
management of ICT in companies, but that it can also provide strategic advantage 
to companies. Thus, the introduction of Grid is a strategic decision that is not only a 
matter of the IT department, but must be taken and supported by top management. 
The operationalization of the strategic decision is then a task of the IT department. 

The introduction of Grid requires substantial organizational and governance 
changes and regulations that can be summarized in the following thematic areas:

•	 Sourcing and deployment of IT infrastructure: 
– Choice and decision which processes and resources might by outsourced, i.e. 

supported by external infrastructure.
– Justification when, how and why access to external resources is needed.
– Company rules for selecting and establishing relationships with external util-

ity computing, SaaS and VO providers.
– Rules and policies for using of SaaS offered by Clouds by employees.
– Guidelines and templates for defining the contractual relationships with ex-

ternal providers.

•	 Security and privacy policies:
– Policies for secure communication with external providers: the SaaS, utility 

computing, and VO provider.
– Access policies – who and under which condition is allowed to access ex-

ternal resources.
– Policies for storage of data on external resources.
– Privacy policies specialized for a grid environment.

Furthermore, integrated monitoring support for an environment with mixed internal 
and external resources is required. 

In summary, the introduction of Grid computing in companies is a substan-
tial change process that requires change in the mindset how IT is organized and 
managed in organizations. It is typically a stepwise and evolutionary process that 
provides the companies sufficient time to adjust and accommodate changes inferred 
by each evolutionary step.

13.4.2 Evolution from Grid to Cloud Computing

While the applicability of Grid computing is still under consideration and evalua-
tion in companies, Cloud computing is creating a new hype and opportunity. The 
definition and differences of Grid and Cloud computing are still subject to debate in 
science and their applicability in business is raising increasing attention in industry. 

According to Foster et al. (2008): “… Cloud Computing not only overlaps with 
Grid Computing, it is indeed evolved out of Grid Computing and relies on Grid 
Computing as its backbone and infrastructure support. The evolution has been a 
result of a shift in focus from an infrastructure that delivers storage and compute 
resources (such is the case in Grids) to one that is economy based aiming to deliver 
more abstract resources and services (such is the case in Clouds)”. The experi-
ences made with the Business Experiments in the BEinGRID project show a strong 
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support for this evolutionary relationship among Grids and Clouds. The evolu-
tion from Grids to Clouds resulted from the concrete requirements of the players 
involved in a Grid ecosystem, in particular in the case of HPC application of Grid 
computing. 

As the Business Experiments presented in chapters 9 and 10 illustrated, the 
establishment of HPC offerings on the market requires a functioning ecosystem 
consisting of utility computing providers, SaaS provides and users. In particular, the 
first two players are strongly interrelated and interdependent. The utility computing 
providers emerge mainly from technology providers as for example Sun, IBM, HP 
and others. New entrants to the market as Amazon with its EC2 offerings are for the 
moment rather an exception. A common characteristic of these providers is strong 
technical knowledge and availability of major data and server farms. While these 
providers have a strong knowledge in providing infrastructure with high quality, 
they lack at the same time applications that can run on the available infrastructure. 
Thus, availability of utility computing offerings alone is not sufficient. There also 
need to be Grid-enabled applications that can run on them. Such Grid-enabled appli-
cations are provided by independent software vendors (ISV) that are switching to 
the SaaS paradigm. However, while they are building knowledge how to best turn 
applications into SaaS, they are lacking the knowledge and resources to build up 
Grid infrastructure on which SaaS applications can run. Thus, utility computing 
and SaaS providers have complementary needs and requirements. Utility computing 
providers need to provide their offerings in a manner that makes it easy for SaaS 
to develop their applications on top of the available infrastructure. The example of 
Sun, one of the first movers in the utility computing market, shows that only utility 
computing offerings might not be sufficient. A clear interface for SaaS providers 
and developers is required (see also Fellows 2009). Utility computing providers 
have to move in the direction of SaaS and provide open environments on which SaaS 
applications can be developed and run. The findings from the Business Experiments 
in the BEinGRID project showed a similar tendency. To support faster growth of 
SaaS offerings and their adoption, access to utility computing is required (see also 
Stanoevska-Slabeva at al. 2008a).

The three levels of Cloud computing – Iaas, PaaS and SaaS – offer the vertical 
integration needed to support the complementary needs of utility and SaaS providers 
(see fig. 13.1). 

The infrastructure on the lowest level is represented through defined interfaces 
and in a virtualized manner in form of a platform for SaaS developers. The PaaS level 
provides the necessary development environment for SaaS developers to develop 
and test SaaS applications and to source infrastructure from the IaaS layer in a flex-
ible and scalable manner. Finally, the SaaS layer presents the combined offering 
to the end user. The end users, the third players in the ecosystem, are interested in 
flexible applications. This means, the more modular and combinable the services 
are the more interesting for end user companies. Thus, provisioning of the services 
in small, interconnectable pieces, for example mash-ups (see also Foster et al. 2008, 
Hoyer and Stanoevska-Slabeva 2009), would provide the necessary flexibility for 
the end user and allow for horizontal integration within and among different SaaS 
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offerings. All three layers of emerging Cloud offerings have the potential to meet 
the needs of the utility computing, SaaS and user ecosystem. Such offerings evolved 
from Grid and SaaS developments and rely on Grid computing on the lowest layer. 
Overall, the need of end users to access HPC and Grids over SaaS applications is 
one important driver for the emerging Clouds. 

Fig. 13.1: Vertical integration across and horizontal integration within Cloud layers

The relation between Grid-based VOs, as described above and Clouds is less clearly 
visible. Clouds provide integration within the Cloud, but support for integration of 
resources of independent participants is rather weak. They also provide a rather 
simple storage of data and do not necessarily support for data sharing and processing. 
Support for VOs clearly requires horizontal integration, in many cases according 
to a defined workflow – for example a supply chain workflow. VOs are typically 
driven by one company coordinating the remaining participants. As a result, it might 
be expected that Grid-supported VOs might be driven by external company Clouds 
that provide integrating platforms for partner companies, which are similar to the 
VHE presented in chapter 12.
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Infrastructure as a Service

SaaS
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14 Practical Guidelines for Evolving IT Infrastructure 
towards Grids and Clouds

Katarina Stanoevska-Slabeva, Thomas Wozniak, Volker Hoyer

14.1 Introduction

In the previous chapters of this book the foundation of Grid and Cloud Computing 
were described and their application in companies was illustrated with examples. 
Grid Computing enables sharing of and access to distributed and heterogeneous 
computing resources as well as establishment of VOs. Through virtualization, 
heterogeneous pools of servers, storage systems and networks are pooled together 
into a virtualized system that is exposed to the user as a single computing entity. 
This entity can be centrally monitored and assigned to computing tasks. Overall, 
Grid Computing enables a virtualization layer that is placed between the hetero-
geneous infrastructure and the specific user application using it. Grid Computing 
potentially results in higher flexibility of computing resources and their more effi-
cient utilization, and by that, enables an environmentally friendlier IT management 
in companies. 

Cloud Computing evolved from and builds upon the convergence of Grid 
Computing and SOC. It has the potential to substantially change the way how 
computing resources are consumed. Core features of Cloud Computing are inte-
grated support for IaaS, PaaS and SaaS as well as user-friendly and service-oriented 
interfaces for developers and users. Cloud Computing offers a new, easy-to-use way 
for increasing scalability and flexibility of own IT resources on demand. Sudden 
peaks can be accommodated with access to external resources provided in a pay-
per-use manner without additional investments in hardware, data centres and related 
human resources required for maintenance and support. Cloud Computing provides 
also new opportunities for Independent Software Vendors. They can develop inno-
vative business models and offer their software in a SaaS manner without building 
up the necessary infrastructure.

The examples provided throughout this book show that there is high potential of 
Grid and Cloud Computing to provide value for companies in two areas: 

1. Management and utilization of IT resources 
2. Business process agility. 

From the perspective of IT management, Grid and Cloud Computing can increase 
scalability, flexibility and cost-effectiveness of IT infrastructure in use. From the 
business process perspective, the companies can increase their agility, enable new 
innovative processes and based on that increase their innovation capabilities and 
competitiveness. 
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However, the examples described throughout the book (see Part III of the book) 
also illustrate that Grids and Clouds, by their very nature, are based on complex 
technologies and result in substantial changes across organizations. Thus, the 
introduction of Grid and Cloud Computing in companies is a complex and diffi-
cult endeavour. Besides mastering the technical complexity, companies also have 
to consider cultural, legal, IT policy, and regulatory obstacles that often prove even 
more difficult to overcome. While there are plenty of market study reports describing 
the market potential and opportunities of Grid and Cloud Computing, there is less 
literature on problems facing companies while dealing with these technologies as 
well as on guidelines how to effectively overcome them. 

Based on the experiences from the BEinGRID project (see also chapter 13) and 
a summary from literature, this chapter provides guidelines for efficient implemen-
tation of Grids and Clouds in companies. Given the overall target of this book, the 
proposed guidelines focus rather on organizational, human and project management 
aspects than on technical aspects of a potential Grid and Cloud Computing applica-
tion in organizations. 

In the next section first, a state-of-the-art overview of Grid and Cloud Computing 
adoption in companies is given. Then, in section 14.3 practical guidelines for Grid 
and Cloud implementation are proposed. Each major step proposed in the imple-
mentation guidelines is then explained in more detail in the subsequent sections. 

14.2 State-of-the-art of Grid and Cloud Computing Adoption in Practice

Before describing the practical guidelines for evolving IT infrastructures towards 
Grid and Cloud Computing, the goal of this section is to provide an overview of 
the state-of-the-art of their adoption in companies. In particular, an indication is 
provided how companies consider Grid and Cloud Technologies in practice, how 
these technologies are applied and what major problems and obstacles the compa-
nies have been confronted with, while adopting them. The summary of findings 
resulting from a literature review should provide a broader picture and enhance 
results already presented in chapter 13. 

14.2.1 Status and Adoption of Grid Computing in Practice

While there is no lack of market studies about the potential of Grid Computing, the 
availability of empirical data on the actual use and current status of the adoption of 
the technology is rather limited. 

This section summarizes the key findings of a recent and comprehensive study on 
the adoption of Grid technology in German companies published by Messerschmidt 
(2009). The study by Messerschmidt (2009) was based on a survey conducted in 
Mai and June 2008. Thereby, the main focus was on the financial industry and the 
results from the survey stemming from the financial industry were explicitly empha-
sized in the report and compared to the results related to other industries. 

The survey only included participants who work for a company of at least 
50 employees and who hold at least the position of a team leader. In addition, survey 
participants were required to meet one of the following two criteria: a) be entitled 
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to decide on the use of IT budget, or be in the position to influence planning of IT 
purchase; b) be involved in tasks that require extensive IT resources at least once a 
year. 369 people participated in the survey. Most of them (54%) worked for compa-
nies with at least 250 employees. 

Those survey results that can most likely serve as an indication for the current 
status of general industry adoption of Grid are presented below (Messerschmidt 
2009):

•	 Grid technology is not very well known. Almost half of survey participants 
(48%) heard of the term “Grid Computing” for the first time from the survey. 
22% became aware of Grid Computing within one year prior to the survey. A 
quarter of participants have known Grid technology since 2 to 5 years. 5% have 
known it for longer than 5 years.

•	 Current usage of Grid technology is very limited. 81% of participants stated 
Grid technology is currently not used in their company. 

•	 Grid is predominantly used to obtain additional IT resources. 53 companies 
(14%) use Grid to obtain additional IT resources (see also fig. 14.1). 8 companies 
(2%) use Grid to provide/share idle IT resources. 9 companies (3%) use Grid to 
obtain additional IT resources and also to provide/share idle IT resources.

•	 Grid is mostly used internally or in mixed environments. As figure 14.1 
shows, the majority of those companies using Grid (in total 70 companies) do so 
internally (31 companies) or in mixed environments (internally and externally) 
(25 companies). 

The survey results presented above and in figure 14.1 provide also indications for 
which type of Grid companies use. The different types of Grids are described in 
detail and illustrated with examples in section 3.5.2 in chapter 3. 
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Fig. 14.1: Grid usage by scope of integration and type of involvement 
(adapted from Messerschmidt 2009)

The internal use of Grid technology serves as an indication for the potential deploy-
ment of Enterprise Grids (see sec. 3.5.2.2). Thus, up to 44% of the total 70 Grid 
deployments in the study sample may be Enterprise Grids. Alternatively, that would 
be up to 8% of the studies total sample. It is possible that the percentage of Enterprise 
Grids in the study sample is higher than that, as some of the companies in cells C1, 
C2 and C3 (see fig. 14.1) may also operate an Enterprise Grid. 

Grid technology exclusively used for obtaining additional IT resources from an 
external provider is an indication that a Utility Grid (see sec. 3.5.2.3) may be in play, 
i.e. the IT resources are obtained from a third party that operates a Utility Grid. So, 
up to 17% of the total 70 companies that use Grid may do so through an Utility Grid 
owned and operated by a third party. Alternatively, that would be just above 3% of 
the total study sample. It is possible that the percentage of Utility Grid users in the 
study sample is higher than that, as some of the companies in cells B3, C1 and C3 
(see fig. 14.1) may also obtain IT resources from a Utility Grid.

Obtaining, while also providing IT resources across company borders, is one 
characteristic of a VO (see sec. 3.5.2.4). It can therefore be taken as an indication 
that the 5 companies in cells B3 and C3 (see fig. 14.1) may be part of a VO. In 
addition to sharing of heterogeneous recourses across company borders, a defining 
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characteristic of a VO is a common goal among the VO members. If this is not in 
place, the sharing of resources may rather take place ad hoc and does not result 
in longer-term relationships between the involved companies. From the available 
survey data, the existence of a common goal among potential VO members in the 
study sample cannot be judged. 

Messerschmidt (2009) also analysed the main reasons why companies imple-
ment Grid technology. Most companies use Grid to improve existing processes. In 
particular, the main reasons for using Grid technology are:

•	 Speeding up of processes (33% financial services, 34% remaining industries)
•	 Higher flexibility of IT resources (30% financial services, 26% remaining indus-

tries), 
•	 Increasing efficiency of existing processes (30% financial services, 27% 

remaining industries),
•	 More efficient utilization of IT resources (30% financial services, 28% remaining 

industries), and
•	 Cost reduction (27% financial services, 33% remaining industries).

The use of Grid technology is rather less driven by a potential enhancement of 
existing customer offerings or creation of new customer offerings (21% financial 
services, 24% remaining industries). This also means that there is still low aware-
ness of the strategic potential of Grid technology for establishment of new processes 
as well as increased agility and competitiveness. 

Sustainability and Green IT are no primary usage reasons yet. Only 15% of 
financial services and 21% of remaining industries consider Green IT as an impor-
tant reason for Grid usage. However, Green IT and sustainability can be expected 
to gain importance in the coming years as the need for computing and storage is 
constantly increasing and data centres increasingly contribute to total volume of 
greenhouse emissions (see also section 1.3 in chapter 1).

Since not any IT task or process may be able to benefit from Grid technology to 
the same extent, the type and technical profile of IT tasks performed in a company 
determines the readiness for and overall benefits a company can obtain from using 
Grid technology. In general, tasks and processes that can be decomposed into sub-
processes that can then be run in parallel are suited to be performed in a Grid envi-
ronment. Decomposable tasks can benefit from both increased computational power 
of an IT resource and from a greater number of IT resources allocated to perform the 
task (Messerschmidt 2009). Table 14.1 shows the results of the survey related to the 
profile of tasks performed in companies regarding their decomposability. 
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Table 14.1: Technical profile of IT tasks performed in companies (Messerschmidt 2009)

Financial services industry Remaining industries

Decomposition into sub-processes possible 64% 61%

% of tasks that can benefit from increased 
computing power of one server

35% 31%

% of tasks that can benefit from an increased 
number of servers

31% 29%

Decomposition into sub-processes not 
possible

36% 39%

% of tasks that can benefit from increased 
computing power of one server

19% 24%

% of tasks that can benefit from an increased 
number of servers

18% 23%

Across all industries, in more than 60% of all cases some of the tasks can be decom-
posed into sub-processes. For the financial services industry, in companies where 
some tasks are decomposable, 35% of tasks could benefit from greater computing 
performance of a single resource and 31% from a greater number of resources allo-
cated to the task. Both can be achieved via a Grid. Sub-processes could be spread 
over a great number of client PCs that individually have low performance, but 
collectively, as a Grid, provide significant compute performance that can drastically 
reduce the computation time of a task. Table 14.1 also shows that in companies 
where tasks are not decomposable, the number of tasks that could benefit from a 
Grid is relatively lower.

 The majority of IT computing tasks in the respondent companies – 75% – are 
database queries and 81% of computing tasks are requests for data storage, while 
only 36% are dedicated to Web applications. Only 32% of the tasks are dedicated to 
high performance processing tasks and 23% are dedicated to redundant calculations 
in order to increase the accuracy. 

This type of tasks are different compared to HPC tasks, which are typically the 
main target tasks of Grid Computing and illustrate the different needs in industry 
compared to eScience. The 36% of Web Application indicate a substantial potential 
for Cloud Computing as Web applications are suitable to be run on Clouds. 

The survey revealed also that a substantial number of companies (58%) needed 
up to 12 months for building the Grid until the Grid was operational; after two 
years a cumulative 92% of companies were able to use the Grid. In only 10% of 
the companies the implementation of the Grid solution took longer than three years 
(Messerschmidt 2009). This confirms that the introduction of Grid Computing is a 
complex and long-lasting process. 

The survey involved also questions related to the technical and non-technical 
obstacles for introducing Grid Computing. The 81% of the companies participating 
in the survey that are not using Grid Computing mentioned the following major 
technical obstacles (Messerschmidt 2009):
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•	 Missing Know how
•	 Security risks in particular associated with data transfer 
•	 Grid technology is considered not to be appropriate for the company needs
•	 Costly and complex integration with the existing IT infrastructure
•	 Complexity of Grid Technology
•	 Doubts in the reliability of Grid Technology
•	 Missing offerings of Grid resources on the market
•	 Insufficient quality of the own network
•	 Insufficient quality of own IT resources

The major non-technical obstacles selected by the survey participants are 
(Messerschmidt 2009):

•	 Lower security
•	 Unclarified legal aspects related to liability of involved players
•	 No trust in unknown transaction partners
•	 Low awareness for Grid Technology in general
•	 Legal constrains – some processes or data are per law prohibited to be performed 

in other countries 
•	 Difficulties to find the right partner
•	 Missing payment systems
•	 Legal constraints with respect to processes that cannot be performed outside the 

company
•	 Internal and legal regulations do not allow some processes to run in parallel on 

the same machine or to run in parallel with processes from other companies
•	 Service Level Agreements not established yet
•	 Costs involved with the introduction of Grid Technology are higher than poten-

tial gains
•	 Certain processes can, according to law, not be performed in other company 

departments. 

Overall, the survey results and also the results presented in this book in form of case 
studies, show that the adoption of Grid Computing in companies on a broader scale 
just started and that there are still considerable obstacles that need to be overcome. 

14.2.2 Status of and Obstacles for Cloud Computing Adoption in Practice 

Cloud Computing is compared to Grid Computing a newer phenomenon. As is 
typical for emerging and hyped technologies, it is mainly discussed in terms of 
opportunities and challenges related to it. However, also first reports about experi-
ences in practice as well as empirical studies are starting to be published. A recent 
survey conducted by Applied Research and F5 Networks (F5 Networks 2009) 
provides promising empirical data. F5 Networks surveyed 250 companies during the 
period of June and July 2009. The target respondents were personnel of Enterprise 
IT departments of companies with at least 2500 employees that hold a position of 
managing director in the following domains: network, information security, archi-
tecture and development. 
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The survey revealed that in spite there is awareness for Cloud Computing in most 
of the companies, there is no agreement yet what exactly the defining features of 
Cloud Computing are. Despite of that according to the results of the survey it seems 
that Cloud Computing is becoming widespread: 99% of the respondents claimed 
that they are discussing or implementing Cloud Computing and 82% report that they 
are in some stage of trial, implementation, or use of public clouds. According to the 
report furthermore “66 percent of respondents report they have a dedicated budget 
for cloud. Additionally, 71 percent of respondents expect cloud computing to grow 
in the next two years.” (F5 Networks 2009). These are rather encouraging numbers 
regarding Cloud Computing adoption, even though they have to be interpreted care-
fully. The summary report of the study available online does not mention which 
Cloud Services (IaaS, PaaS or SaaS) are in use. 

According to the report, major needs of companies driving the usage of Cloud 
Computing are: the efficiency of IT (according to 71% of the respondents) and 
reduction of capital costs and easing staffing issues (according to 68% of respond-
ents) (F5 Networks 2009). 

Further clarification which companies are using public Clouds is provided by the 
analysis of published case studies of Cloud providers. For example, at the case study 
subpage of its Web Services Site (http://aws.amazon.com/solutions/case-studies/), 
Amazon provides an overview of short case studies of companies using its Cloud 
services. The majority of the customers presented there are rather young Internet 
companies. Such Internet companies start on a green field and can build their infra-
structure from the beginning based on the Cloud Computing paradigm. Even more, 
the availability of computing power on demands gives them the opportunity to start 
and grow fast without investments in infrastructure. For traditional companies, 
Cloud Computing proves to be more challenging. Only few traditional companies 
are present on the Amazon case study list as for example The Washington Post 
that uses the Amazon Web Services to turn online Hilary Clinton’s White House 
schedule during her husband’s time in office, with more than 17’000 searchable 
pages (see also The Economist 2008). Another example described by The Economist 
(2008) is NASDAQ who uses the Amazon Web Services for providing its service 
related to historical stock market information, called Market Replay. Both applica-
tions are not critical with respect to data security and privacy. Thus, it seems that 
traditional companies are using Clouds only where no critical and sensitive data is 
involved. Major concerns related to implementation of Cloud Computing besides 
those mentioned in Chapter 4 are: 

•	 Security and privacy of data as well as international regulation related to them
•	 International and company regulation regarding data storage – current Cloud 

providers do not offer the possibility to monitor where the data is. 
•	 SLA agreements with Cloud providers – currently available SLA agreement 

involve generic terms in terms of availability, support and similar aspects, but 
are not able to cover individual needs. 

Overall, Cloud Computing seems to have a faster adoption than Grid Computing. 
On the one hand this is due to the fact that, in particular Internet start-ups can build 
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their application on top of it. Furthermore the more modularized offerings of the 
Clouds on IaaS, PaaS and SaaS level provide a wider and more customized choice. 
Another factor that positively drives the adoption of Cloud Computing is the support 
also for other applications then mainly HPC based applications. For a higher adop-
tion of Cloud Computing by traditional companies, higher maturity of the tech-
nology in terms of security, reliability, automatic monitoring of individual SLAs as 
well as established standards are necessary. 

14.3 Practical Guidelines for Introducing Grid and Cloud Computing 
in Companies

The institutionalization of Grid and Cloud Computing in companies, in particular 
across several organizational domains, is a complex task. It results in substantial 
changes how IT is used, managed and consumed (see also Murch 2004 and Gentzsch 
2007). These changes do not only affect the IT department, but also the whole 
company. A new mindset and attitude of employees towards IT, based on sharing 
and acceptance of external IT resources is required. Such substantial changes cannot 
be easily introduced in one step. A stepwise and evolutionary approach towards 
companywide introduction of Grid and Cloud Computing is required, which 
provides companies sufficient time to adjust and accommodate changes inferred by 
each evolutionary step (Murch 2004). 

Evolutionary changes are enabled with the modularity and service-orientation of 
the basic technology. In chapter 3, a potential development path towards Grid and 
Cloud Computing based on different scope of these technologies was sketched (see 
also figure 14.2).

Fig. 14.2: The evolutionary path of Grid Computing in Companies



Katarina Stanoevska-Slabeva, Thomas Wozniak, Volker Hoyer234

A first step towards an Enterprise Grid and Cloud infrastructure is the establishment 
of Cluster Grids. Cluster Grids are located within one organizational domain and 
do not affect the whole organization. They are a good starting point, as they enable 
the companies to accumulate know-how, and to experience the advantages of the 
technology with low exposure to the risks. 

The next step is to connect Cluster Grids with IT infrastructure from different 
organizational domains into an Enterprise Grid. Technically this imposes higher 
challenges in terms of support for: integration of heterogeneous physical resources 
and data, security and privacy in distributed environments, automation of resource 
sharing policies, and communication in a distributed environment. From a human 
perspective, a new positive attitude of employees towards acceptance of resources 
sharing and adjustment of processes is required. From an organizational and IT 
governance perspective, new rules and policies need to be defined that regulate: 
the resource sharing and the distribution of management functions among organi-
zational units involved in the Grid as well as security and privacy aspects of data 
sharing and communication within the Grid. 

The third and forth step is inclusion of external resources as Utility Computing 
and Cloud Computing. Also in the last two steps besides technical, additional organ-
izational and governance challenges arise. The establishment of a culture favouring 
the acceptance of external resources and applications, the introduction of poli-
cies for choice of external providers, or for regulating security and privacy aspects 
related to communication of data to the external provider are some examples of the 
possible challenges. 

Overall, a successful introduction of Grid computing requires changes in the 
employees’ culture, attitude, mindset and the companies’ processes and IT govern-
ance. To assure success, a well organized project and change management as well 
as a comprehensive communications strategy is needed. 

Given the findings above, practical guidelines integrating the technical stages of 
Grid and Cloud introduction with supporting change management and IT govern-
ance aspects are proposed below and visualized in figure 14.3: 
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Fig. 14.3: Practical Guidelines for implementation of Grid and Cloud Computing in companies

The core technology-oriented activities of a Grid and Cloud Computing introduc-
tion process are the following:

1. Initial analysis
2. Pilot Implementation
3. Internal interconnection (internal roll-out)
4. Integration of Utility and Cloud Computing
5. Continuous monitoring and evaluation

Besides the technology related core activities in the introduction process, there is a 
need for supporting organizational and change management processes. On the one 
hand, the IT governance needs to be adjusted to reflect and guide the changed way of 
consuming of IT resources, on the other hand, all phases in the introductory process 
need to be accompanied with extensive change management. The adjustment of the 
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IT governance policies should reflect the changed situation and support the attitude 
towards sharing own resources and using external resources. The change manage-
ment process should be designed in a way to address all affected parties in the 
company (management, employees in the IT department and end users), and to 
include a comprehensive communication plan. 

14.3.1 Technical Implementation Activities

14.3.1.1 Initial Analysis of Demand and Readiness for Grid and Cloud 
Computing

Grid and Cloud Computing has the potential to provide many advantages, but not 
in any case. An initial analysis is necessary that should provide a first check if Grid 
and Cloud Computing are suitable and possible solutions in the specific context 
of a company (Murch 2004 and Gentzsch 2007). The initial analysis involves the 
following activities:

•	 Check of the demand for grid computing based on the strategic objectives of the 
company

•	 Assessment of the readiness of the company’s infrastructure for Grid and Cloud 
Computing and based on that, an estimation of needed action and investments 
to improve its readiness

•	 Identification and conception of the business case for Grid and Cloud Computing 
•	 Preparation of an initial business, implementation and project plan. 

Each of the above listed activities will be described in detail below:
Checking the demand for Grid Computing: The initial analysis for the 

demand of Grid and Cloud Computing in a company has two perspectives: a busi-
ness and a technology perspective. The institutionalization of Grid and Clouds in 
a company needs to be justified with concrete business needs and aligned to the 
business strategy of the company. Thus, a first step of the analysis is the assess-
ment of the company’s strategic goals and based on that deduction of requirements 
upon business processes necessary to achieve them. The requirements of the busi-
ness processes need to be compared with the potential and opportunities provided 
by Grid and Cloud technology. This very first analysis step should ensure that the 
introduction of Grid and Cloud Computing is strategy and business driven. 

The analysis from the technology perspective is dedicated to the evaluation of 
the existing IT support for the identified strategic business processes. The goal is the 
identification of gaps and opportunities for improvement based on Grid and Cloud 
technology. The most important aspects in this context are: 

•	 Are there any type of tasks and business processes that require high computing 
capacity or additional scalable and flexible IT infrastructure and cannot be 
supported with the available infrastructure? For example, the case of Novartis 
described in chapter 3, showed that some important tasks that have direct impact 
on the innovation capability of the company became possible only after the 
establishment of the Enterprise Grid. 
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•	 How many of the existing tasks and processes with strategic importance would 
profit from higher processing and storage capacity of the existing infrastructure?

•	 How many of the existing tasks and processes with strategic importance do need 
more servers and storage capacity?

Checking the readiness for Grid and Cloud Computing: The check of the readi-
ness for Grid and Cloud Computing concerns mainly the existing infrastructure. It 
involves in particular the analysis of: grid suitability of existing applications, quality 
of the existing infrastructure and of the existing network. 

•	 Analysis of the grid suitability of existing applications. A Grid infrastructure can 
only be successful if there are suitable applications running on it. This means 
that an important analysis that needs to be done is, if the existing application that 
might benefit from Grid and Cloud Computing can be grid-enabled, i.e. adjusted 
to run in parallel or to be modularized in smaller subprograms. The less appli-
cations available that can be parallelised the lower the added value of Grid and 
Cloud Computing. 

•	 Analysis of the quality of the existing infrastructure. Old infrastructure with low 
availability and old software might not be appropriate as a starting point for 
Grids and Clouds. The higher the heterogeneity of the existing infrastructure 
the higher the risk of failure. Given this, it is important to check, if and in which 
scope an initial investment for standardizing the infrastructure might be neces-
sary. 

•	 Analysis of the quality of the existing network – for example the available band-
width of the network. For Computing Grids, where only computing instructions 
are transferred, a local network with lower bandwidth might be sufficient (see 
the Novartis example in chapter 3). Data Grids might require high bandwidth 
and higher security (for example the HP rendering centre described in chapter 3 
was connected with the user company over a high security optical network). 

The readiness of a company for Grid and Cloud Computing might also be affected 
by the level of standardization and smoothness of business processes involved. 
An important question is how well standardized and automated the involved busi-
ness processes are. The higher the degree of automation and the lower the number 
of media breaks within the process, the higher the potential of Grid and Cloud 
Computing is. 

Identification and definition of the business case: Based on the first two steps 
of the initial analysis it should become clear if Grid and Cloud Computing is sui-
table for the company. However, to achieve definitive certainty if Grid and Cloud 
Computing is applicable, it is necessary to quantify the potential gains and to ana-
lyse if it would also result in financial gains. Thus, a concrete business case for Grid 
and Cloud Computing needs to be identified and defined. First of all this means a 
priorization of the identified opportunities for introduction of Grids and Clouds and 
then quantification of a potential return on investment in a business case. The busi-
ness case comprises a quantification and comparison of required investments and 
costs with potential gains from Grid and Cloud Computing. An important aspect 
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that needs to be considered during the development of the business case is that it 
takes time until investments in Grid and Cloud Computing result in financial gains. 

To summarize: the initial analysis evaluates the potential of Grids and Clouds to 
support business strategies, determines whether the corporation is ready to embark 
on Grid and Cloud programs, defines where to focus efforts to gain the maximum 
benefits, and quantifies potential benefits of Grids and Clouds in a business case. 
The result of the grid assessment can be used to determine the overall company’s 
Grid and Cloud Computing goals, a Grid and Cloud Computing strategy, and the 
most cost-effective domains in which to focus Grid and Cloud efforts. They further-
more, serve as the basis for recommending action and developing a detailed imple-
mentation plan (Murch 2004). 

14.3.1.2 Strategic Decision to Introduce Grid and Cloud Computing

As Grid Computing is complex and results in considerable changes for the company 
and the projects are long-lasting and costly, a final decision whether to institution-
alize Grid and Cloud Computing needs to be taken on the highest management level 
of the organization and has strategic character. The results of the initial analysis, in 
particular the developed business case, are input to the strategic decision making 
process related to Grid and Cloud Computing. The identified business case should 
be presented in a way to clearly show current deficiencies, the potential and specific 
benefits of the technology, the risks associated with its introduction, the necessary 
investments and the expected return on investment. Other important information is: 
the expected changes and the duration of the project. Of high importance is also the 
management of expectations and of realistic assessment when the Grid or Cloud 
solution will become operative and after which period of time the return on invest-
ment might be expected. 

If a positive decision is made to go for Grid and Cloud Computing, at this stage 
of the process it is also important to assure management support for the whole du-
ration of the project. An ideal situation would be to have one representative of top 
management as main project owner. Visible interest of top management represen-
tatives and frequent communication of the importance of the project and its results 
helps to motivate employees and to introduce change with less overall objection. 

14.3.1.3 Pilot Implementation

It is recommendable to apply an evolutionary approach and start with a pilot imple-
mentation of Grids and Clouds. The pilot should be suitable to provide a proof 
of the advantages of Grid and Cloud Computing for the company and to provide 
input for the next steps of implementation. In a company with no Grid experience a 
typical starting point in the evolution towards Grid and Cloud infrastructures is the 
introduction of Cluster Grids. Cluster Grids of several organizational units serve as 
a foundation for a pilot interconnection of them in an Enterprise Grid. 
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14.3.1.4 Internal Interconnection

In case the pilot in one organizational domain is successful the next stage is the 
internal interconnection of resources from different units of the company with Grid 
and Cloud Computing, i.e. evolution towards an Enterprise Grid. Enterprise Grid 
means the interconnection of the infrastructure from different domains and depart-
ments in the company. In an extreme case, an Enterprise Grid might interconnect the 
whole enterprise infrastructure. The evolution towards an Enterprise Grid is in itself 
a complex process, which should be justified by business needs and approached 
step-by-step. This means to start from the beginning of the introduction process 
and to first evaluate which tasks and processes require Enterprise Grids, to identify 
an initial pilot implementation, to extend the pilot and to adjust IT governance and 
policies (see also figure 14.2). 

As described in the section 14.3.1.1 at the beginning the business needs for 
Enterprise Grids need to be evaluated. Typically processes that might span over 
several organizational units at different physical location, or collaborative tasks are 
an indication for suitability of Enterprise Grids. Global, intra-company processes 
that need adequate and efficient IT support might be considerably improved by the 
support of Enterprise Grids. For example, global companies need to decompose 
their highly complex processes into modular components of a workflow which run 
on the infrastructure of several company locations. Such global processes usually 
require on-demand availability and access to suitable IT resources. “Application of 
grid technology in these processes, guarantees seamless integration of and commu-
nication among all distributed components and provides transparent and secure 
access to sensitive company information and other proprietary assets, world-wide” 
(Gentzsch 2007). The application of Enterprise Grids to support such processes has 
the potential to considerably improve their effectiveness, productivity and time-to-
market and at the same time to reduce costs. 

After the suitable business processes for Enterprise Grids are identified, the 
implementation of the Enterprise Grid should be approached step-by-step. In case 
the identified business process is complex, it is recommendable to start with a pilot 
involving two to maximum three locations. The experiences gained with the pilot 
can be applied to grow the Enterprise Grid by subsequently involving additional 
locations. 

The institutionalization of the Enterprise Grid should be supported by adjust-
ment of IT governance and policies (see section 14.3.2.1) and by change manage-
ment (see section 14.3.2.2). 

14.3.1.5 Inclusion of External Resources

A successful pilot and roll-out in the company provides a good technical foundation 
for integration of the internal Grid with external resources. Thus, the next evolutional 
step might be the integration and resource sharing with external Utility Computing 
and Cloud providers or with other partner companies in so called Partner Grids. 
However, the step towards external Utility and Cloud Computing is again a substan-
tial strategic decision and needs to be business driven. First suitable processes that 
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can be outsourced and run on external structure need to be identified. As mentioned 
in chapter 14.2.2 traditional companies are reluctant to run critical processes or data 
on external infrastructure. Besides security and privacy concerns, the application of 
Utility and Cloud Computing for many processes might be impeded by legal regu-
lation determining whether data and processes might be deployed on infrastructure 
in different countries. In general, suitable processes that can be run on external 
resources are: 

•	 Processes and applications that often have unpredictable peaks for computing 
and storage resources. Example of such processes and applications are online 
sites where demand for resources might be influenced by different seasons or 
marketing activities of the company. 

•	 Processes and applications involving non-critical data, but which have high 
storage consume and require high online availability. 

•	 Processes and applications that require HPC. 

After suitable processes are identified, in a next step a thorough return on invest-
ment calculation is necessary if usage of external resources indeed results in cost 
savings and financial gains. 

Also in the case of Utility and Cloud Computing, it is advisable to start with 
a pilot implementation. The usage of external resources should be supported by 
adjustment of IT governance (see section 14.3.2.1) and policies and by change 
management (see section 14.3.2.2). 

14.3.1.6 Continuous monitoring and Evaluation

Grids and Clouds once institionalised in a company are like a living organism that 
can frequently be adjusted according to changing business needs and technical 
developments. To enable adjustment of the Grid, a management cycle needs to be 
established for constantly measuring both the performance of the Grid or Cloud and 
its strategic fit. Thus, as soon as the Grid or Cloud is established also a monitoring 
concept needs to be put in place. The components of the monitoring system are: 
Grid and Cloud metrics, monitoring and analysis procedures and decision making 
processes. The monitoring of the Grid or Cloud should be from two perspectives:

•	 Technical performance and 
•	 Strategic alignment and fit.

Technical monitoring involves measurement of technical performance indicators 
such as availability, performance and response time as well as problem management 
and monitoring. Another rather strategic technical aspect of Grid and Cloud moni-
toring is also the long-term capacity planning and adjustment (Murch 2009). The 
monitoring of the strategic alignment involves observation of changing business 
needs and evaluation of the necessity for respective change and strategic re-align-
ment of the Grid or Cloud. 
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14.3.2 Supporting Implementation Activities

14.3.2.1 Adjustment of IT Governance

In general IT governance is considered as specification of “… the decision rights 
and accountability frameworks to encourage desirable behavior in the use of 
IT” (Weill & Ross 2004). In this sense, effective IT governance must address the 
following three main questions (Weill & Ross 2004):

•	 What decisions must be made to ensure effective management of IT?
•	 Who should make these decisions?
•	 How will these decisions be made and monitored?

Thus, Grid and Cloud IT governance involves policies and rules guiding the usage 
of IT resources in companies and a description of the management structure of the 
Grid or Cloud. On the path of a company from traditional computing to Grid and 
Cloud Computing substantial organizational changes result that require an adequate 
change in both parts of the IT governance. 

The scope of adjustment of the company’s IT governance concept depends on 
the level of introduction of Grid and Cloud Computing. On the Cluster Grid level 
there is almost no need for changing the IT governance policy. The Cluster Grids are 
integrated in one IT domain and are not connected outside the domain. The change 
towards Cluster Grids affects therefore a limited number of applications and users 
and basically does not affect the existing governance structure. 

The IT governance situation changes on the level of Enterprise Grids and 
requires its considerable adjustment. On the Enterprise Grid level the following 
adjustments are necessary: 

•	 Which part of the existing infrastructure and under which rules is made available 
to the Enterprise Grid at each of the involved domains

•	 Clear division of IT management tasks among the involved organizational units
•	 Clear rules which processes with which priority can run on the Grid
•	 How is the usage metered and how is the usage paid for
•	 New security and privacy policies.

When Utility and Cloud Computing gets involved, the necessary IT governance 
changes concern mainly rules for sourcing and deployment of external IT infrastruc-
ture and adjustment of security and privacy policies. These changers are described 
in detail below: 

•	 Adjustment of IT Governance with policies regulating the sourcing and deploy-
ment of IT infrastructure: 
– Definition of rules for choice and decision making regarding the ques-

tion which processes and resources might by outsourced, i.e. supported by 
external infrastructure.

– Definition of rules for assessment when, how and why access to external 
resources is needed.
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– Definition of company rules for selecting and establishing relationships with 
external Utility computing, SaaS and VO providers.

– Definition of rules and policies for using of SaaS offered by Clouds by 
employees.

– Definition of guidelines and templates for defining the contractual relation-
ships with external providers.

•	 Adjustment of IT Governance with security and privacy policies:
– Definition of policies for secure communication with external providers: the 

SaaS, Utility Computing, and VO provider.
– Definition of access policies – who and under which condition is allowed to 

access external resources.
– Definition of policies for storage of data on external resources.
– Definition of privacy policies specialized for a grid environment.

Furthermore, integrated monitoring support for an environment with mixed internal 
and external resources is required. 

14.3.2.2 Change Management

People usually have negative attitudes and perceptions towards change. Often 
change provokes fears, stress, frustration and denial of change. In order to avoid 
the negative effects of change processes in companies, it is necessary to support 
them with change management activities. “Change management means to plan, 
initiate, realize, control, and finally stabilize change processes on both, corporate 
and personal level.” (Recklies 2009).

As already described above, the introduction of Grid and Cloud Computing 
results in substantial changes for employees in the IT department, for end users and 
for IT managers of a company. Given this, each substantial change or evolutionary 
step on the path towards Grid and Cloud Computing should be accompanied with 
related change management measures. 

The main reason for negative attitude of employees towards change is mainly the 
lack of information or incomplete information about what kind of change is going 
on and how it will affect their personal situation in terms of tasks, workload, or 
responsibilities. To avoid the appearance of fears, the main components of change 
management are: 

•	 Activities for user involvement
•	 Communication activities
•	 Training activities. 

The goal of change management is to keep employees informed about the change, 
to make employees to participate in the change process, and to help employees to 
master the changed environment. In general, change management activities accom-
pany the actual change process and can be classified in three phases:

•	 Initiation phase – where the most important goal is to involve employees and to 
create awareness for the problem that requires change and the possible solutions.
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•	 Project phase – where the change is actually starting to be introduced. In this 
second phase the actual consequences of the change become visible as the 
project progresses. At this stage it is important to diagnose employees’ resist-
ance to change and to enable and support the employees’ transition through the 
change process. With a comprehensive communication strategy it is important 
to keep employees and management informed. 

•	 Stabilization phase – in which the new solution is stabilized. Major change 
management activities at this stage are training for employees and support for 
establishment of the new processes. 

The necessary change management activities during the introduction of Grid and 
Cloud Computing in the three above mentioned phases are:

•	 Initiation phase: First it is important to identify all employees that might be 
affected by the introduction of Grid and Cloud Computing. Typically these 
are employees and managers of the involved IT department, end users and the 
company management. Specific action need to be taken to create awareness 
for current problem areas and for the potential of Grid and Cloud Computing 
to provide a solution for them. Possible activities to involve employees and 
to create awareness are: organization of common workshops to discuss the 
problem, presentations about Grid and Cloud Computing, provision of informa-
tion to successful cases studies of successful Grid and Cloud Computing imple-
mentation and similar. 

•	 Project phase: One major instrument of change management in this phase is 
a comprehensive communication strategy. A communication plan needs to 
be developed with communication activities addressing the employees and 
reporting about the progress of the project. The communication measures might 
include a mixture of instruments as for example: blogs, project wikis, project 
newsletters, face-to-face meetings and personal discussion rounds. 

•	 Stabilization phase: In the stabilization phase it is of high importance to have the 
new IT governance in place on time and to establish grid-training programs for 
all involved employees. It is also important to establish support activities and to 
guide the employees through the new solution. 

14.4 Summary and Conclusion

This book started with a vision of using computing as utility in a way as simple as 
using electricity. This vision implies that, if the Utility Computing infrastructure is 
in place, we do not have to worry about hardware on which our application runs, 
about software updates, standards, system software, sufficient storage and similar. 
The availability and maturing of Grid and Cloud Computing is an important mile-
stone in achieving this vision. 
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Amazon EC2 Amazon Elastic Compute Cloud

Amazon S3 Amazon Simple Storage Service

AMIES Automotive Multi-company Integrated Engineering System

ANSYS ANalysis SYStem

API Application Programming Interface

Art. Article
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Bn billion
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DLR Deutsches Zentrum für Luft- und Raumfahrt (English: German Aerospace 
Center)

DOE Department of Energy

Dr. Doctor

DRMAA Distributed Resource Management Application API
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GTK4 Globus Toolkit 4
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GW-SLA GridWay pluging for negotiating resources using SLA

HaaS Hardware-as-a-Service

HL high level

HL-QoS high-level QoS

HLRS High Performance Computing Center Stuttgart

HOSP Hospitals

HPC High-Performance Computing

HR Human resources

HTML Hypertext Markup Language

HTTPS Hypertext Transfer Protocol Secure

i.e. id est (English: that is)

I/O Input/Output

IaaS Infrastructure as a Service

IAEA International Atomic Energy Agency

ICHEC Institut Catholique des Hautes Etudes Commerciales

ICRI Interdisciplinair Centrum voor Recht en Informatica

ICT Information and Communication Technologies

IDCHUS Fundación para la Investigación, Desarrollo e Innovación del Complejo 
Hospitalario Universitario de Santiago de Compostela

IEEE The Institute of Electrical and Electronics Engineers

IFI Institut für Informatik (English: Department of Informatics)

IFIP International Federation for Information Processing

IGRT Image Guide Radiotherapy

INES Iniciativa Española de Software y Servicios

INFRAWEBS Intelligent Framework for Generating Open (Adaptable) Development 
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IP Internet Protocol

ISIS Intelligent Service Infrastructures

ISO International Organization for Standardization

ISP Internet Service Provider

IST Information Society Technologies

ISV Independent Software Vendor

IT Information Technology

IT Food Trace IT supported food traceability in food supply chains
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ITC International Teletraffic Congress

ITIL Information Technology Infrastructure Library

KFKI Central Research Institute for Physics

KPI Key performance indicators

L&D Location & Discovery

Lab Laboratory

LHC Large Hadron Collider

LL low level

LLM Master of Laws

LL-QoS lower-level QoS

LOHAS Lifestyle On Health And Sustainability

Ltd Limited

M&E Monitoring & Evaluation

MB Megabyte

METACAMPUS MetaCampus for life-long learning

METACAMPUS 
REAL

MetaCampus, Raising European Awareness on e-Learning

Metafor Distance Learning by Satellite

Mgmt Management

MMOG massive multiplayer online games

MRT Modulated Radiation Therapy

MSc Master of Science

MSP Managed Service Provider

N. CPUs Number of CPUs

NATO North Atlantic Treaty Organization

NESSI Networked European Software & Services Initiative

NextGRID Architecture for Next Generation Grids

No. number

NYT New York Times

OASIS Organization for the Advancement of Structured Information Standards

ODBC Open Database Connectivity

OECD Organization for Economic Cooperation and Development

OGF Open Grid Forum

OGSA Open Grid Service Architecture

OGSI Open Grid Service Infrastructure

OLG Online gaming

Org. Organisation

OSGi™ The Dynamic Module System for Java™

P2P Peer-to-peer

P2P Point to Point
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PaaS Platform as a Service

PAYG Pay-as-you-go

PBS Portable Batch System

PC Personal Computer

PDF Portable Document Format

PDP Policy Decision Point

PEP Policy Enforcement Point

PhD Doctor of Philosophy

PPARC Particle Physics and Astronomy Research Council

PROMINENCE PROMoting Inter European Networks of Collaborating Extended 
Enterprises

QoS Quality of Service

R&D Research & Development

R&D&I Research & Development & Innovation

RACI Responsible, Accountable, Consulted, and Informed

RAM Random-Access Memory

RCE Reconfigurable Computing Environment

RFID Radio Frequency Identification

RIA Rich Internet Application

RMI Remote Method Invocation

RoI Return on Investment

RSS Really Simple Syndication

RWTH Rheinisch-Westfälische Technische Hochschule Aachen

s.t. such that

S3 Simple Storage Service

SA Société Anonyme

SaaP Software-as-a-Product

SaaS Software-as-a-Service

SAML Security Assertion Markup Language

SC Supply Chain

SCAI Fraunhofer-Institute for Algorithms and Scientific Computing (German: 
Fraunhofer Institut für Algorithmen und Wissenschaftliches Rechnen)

SCM Supply Chain Management

SESIS Ship Design and Simulation Environment (German: SchiffEntwurfs- und 
SImulationsSystem)

SIIA Software & Information Industry Association

SISTEC Simulation and Software Technology devision

SLA Service Level Agreement

SLAs&SLGs Service Level Agreements and Guarantees

SLO Service Level Objectives
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SmartLM Grid-friendly software licensing for location independent application 
execution IST FP7 Project

SMARTMAN Supply Chain Management Tools for Machinery Manufacturer SMEs

SME Small and medium-sized enterprise

SMS Short Message Service

SOA Service Oriented Architecture

SOA4All Service Oriented Architectures for All

SOAP Single Object Access Protocol

SoftWEAR Software for Wearable Computer

SOI Service-Oriented Infrastructure

SOI-AuthZ-PDP SOI Authorisation Service

SOI-GGW SOI Governance Gateway

SOI-SMG SOI Secure Messaging Gateway

SOI-STS SOI Security Token Service

SOX Sarbanes Oxley Act

SP service provider

SPU Sun Power Unit

STS Security Token Service

TB terabyte

TH Technische Hochschule

TIFF Tagged Image File Format

TIME Telecommunication, IT/Internet, Media and Entertainment

TIX Traceability Information Exchange

TPS Treatment Planning System

TrustCoM Trust and Contract Management

T-Systems SfR T-Systems Solutions for Research GmbH

TUHH Technische Universität Hamburg-Harburg (English: Hamburg University 
of Technology )

UCL Université Catholique de Louvain

UDDI Universal Description, Discovery and Integration

UK United Kingdom

UMIST University of Manchester Institute of Science and Technology

UMTS Universal Mobile Telecommunications System

UNICORE Uniform Interface to Computing Resources

URJC University of Rey Juan Carlos

US United States

USA United States of America

USD United States Dollar

UZH Universität Zürich (English: University of Zurich)

VAS Value-added-Services
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VHE Virtual Hosting Environment

VIP-DATA Virtual Input Pan for Data

VO Virtual Organization

VoIP Voice over IP

VOM VO Management

VOMS Virtual Organization Management Service

W3C World Wide Web Consortium

WebDAV Web-based Distributed Authoring and Versioning

WP Work Package

WRG White Rose Grid

WS Web Services

WSDL Web Services Description Language

WSDM Web Services Distributed Management

WSRF Web Service Resource Framework

XACML eXtensible Access Control Markup Language

XML eXtensible Markup Language
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